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AN EXPERIMENTAL INVESTIGATION OF SMOOTH-BODY FLOW 

SEPARATION 

Abstract 

by 

Daniel J. Simmons 

 

The accurate and reliable simulation of smooth-body turbulent flow separation 

represents a considerable challenge for current CFD turbulence models. Consequently, 

there has been a recent push for high quality, experimental, benchmark flow separation 

studies to be conducted for the purpose of CFD validation. This dissertation documents a 

series of benchmark experimental studies on smooth-body flow separation. Three flow 

experiments are investigated over a single two-dimensional ramp geometry—two 

undergoing flow separation (one larger-scale and one smaller-scale) and one attached 

flow—all of which result from a user-imposed adverse pressure gradient (APG) applied to 

a turbulent boundary layer. These data sets and associated documentation are now available 

on the NASA Langley Research Center Turbulence Modeling Resource website [1].  

Although the geometry and incoming flow in these experiments are spanwise two-

dimensional in the mean, oil-film surface flow visualization shows that in each case 

separation is three-dimensional in character while reattachment is two-dimensional. 
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Utilizing multiple flow visualization images, both surface and off-surface topology maps 

of separation were created. These maps indicate that the central flow separation is 

characterized by the owl-face pattern of the fourth kind. It is found that this pattern is an 

ubiquitous feature of flow separation. Additional investigation revealed that this owl-face 

pattern is part of a generic and simple structure consisting of a repeating pattern of saddle 

points and foci for separation and nodes and saddle points for reattachment. The pattern 

results when the streamwise surface curvature induces a small secondary flow, which 

interacts with the wind tunnel sidewalls. Furthermore, passive flow control studies reveal 

that, while the centerline flow separation extent is highly influenced by the sidewall 

separation, its characteristic separation structure is independent of the sidewall separation. 

Extensive off-surface flow measurements, conducted via two-component LDV, 

were used to characterize the streamwise and spanwise flow development. Despite its 

three-dimensionality, the streamwise mean flow develops in a typical fashion—becoming 

inflectional due to the imposed streamwise APG—resulting in the formation of an 

embedded shear layer. Attempts to scale the flow using embedded shear layer scaling 

highlight that, while the mean profiles exhibit excellent collapse, the scaled turbulent stress 

profiles do not exhibit collapse due to streamwise surface curvature effects. Furthermore, 

experimental evidence is provided indicating that the Reynolds stresses are effectively 

“frozen”, with streamwise changes resulting from a rotating local wall-normal coordinate. 

A coordinate system fixed at the no-curvature transition from convex to concave ramp 

curvature yields turbulent shear stress magnitudes that are constant with streamwise 

development. 
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CHAPTER 1:  

INTRODUCTION 

1.1 Motivation 

The use of computational fluid dynamics (CFD) in aerodynamic design and 

analysis has slowly been taking over the role long held by experimentalists conducting 

wind tunnel tests. Just over a decade ago, a NASA review study compiled by Malik and 

Bushnell [2] stated that “CFD will continue to encroach upon the need for physical testing 

requirements and eventually will replace the wind tunnel.” This shift from experiment to 

simulation is not due to any inherent fault with testing facilities or techniques, but rather to 

the rapid growth and availability of computational processing power, the ingenuity of fluid 

physicists creating better simulation models and algorithms, and the relatively low cost to 

conduct CFD simulations. 

As useful as CFD is now, and with a presumedly bright future, there is still a long 

road ahead before it is reliable enough to be considered the sole design, analysis, and testing 

tool for fluid dynamics problems in the aerospace industry. While CFD is prevalent in non-

aerospace industries that possess their own challenging applications in these fields, the 

level of uncertainty is often not as strictly monitored because adverse consequences of a 

miscalculation are much lower [2]. One area in which CFD cannot produce accurate 

simulations with low uncertainty levels is in the simulation of complex fluid phenomenon 
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often occurring in off-design flight conditions. For example, a key finding of the CFD 

Vision 2030 study [3], published in 2014, states that “the use of CFD in the aerospace 

design process is severely limited by the inability to accurately and reliably predict 

turbulent flows with significant regions of separation.” The inaccurate prediction of 

turbulent boundary layer (TBL) separation is a very well-known [2–4] deficiency of many 

CFD methods, but it is not the sole problem. Other problematic areas for CFD include: 

modeling embedded instabilities in turbulent flows [2,5], shock capturing and shock 

dynamics [2], high lift prediction [2,6,7], flow control [2,8] and other off-design conditions 

[2,6]. Even more problematic, the applications that CFD simulations fail to adequately 

solve represent a large portion of the flight envelope. Because of these limitations, CFD is 

often only fully trusted for use near design cruise conditions [6].  

What must improve for CFD simulations to give acceptable predictions in these 

areas of challenging physics? The CFD Vision 2030 study [3] identified five areas that 

need substantial research and development to overcome the technological gaps above. 

Nonetheless, the “pacing item” was “the ability to adequately predict viscous turbulent 

flows with possible boundary layer transition and flow separation present.” Technological 

improvements in computing will increase the range of accessible problems and likely allow 

numerical error to be reduced. Additional development of adaptive and robust meshing 

schemes will improve the user experience and reduce model development time and cost. 

However, the greatest challenge is to overcome the inherently poor turbulence models that 

produce physical error; thus, the potential improvement benefit is significant.  

Ideally, direct numerical simulation (DNS) of the Navier-Stokes (N-S) equations 

would be employed as the CFD method of choice, as the N-S equations themselves 
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represent the most accurate governing form of fluid motion. Currently, however, DNS 

simulations are only feasible at low Reynolds numbers, and relevant high Reynolds number 

aerospace applications are not expected to be widely available in the foreseeable future. 

Thus turbulence modeling, which consists of creating approximate, reduced complexity, 

closed form, solutions of the N-S equations, remains a permanent fixture. Other than DNS, 

the two main approaches to CFD are Reynolds-Averaged Navier-Stokes (RANS) and 

Large eddy simulations (LES) methods, both of which rely on turbulence modeling. While 

2nd order accurate finite volume RANS solvers have become ubiquitous due to their low 

computational cost and ease of use, they are the most unreliable when solving complex 

separated, unsteady, and vortex dominated flows [4]. LES codes show the most potential 

for use and are likely the method of the future; however, full wall-resolved LES (WRLES) 

simulations are still too computationally expensive to be used outside of a research 

environment. As a result, a host of wall-modeled LES (WMLES) and hybrid RANS-LES 

schemes, with great potential, have been investigated [3,4,9,10]. Fundamentally, all of 

these methods must address the problem of near wall turbulence, which, though 

unavoidable, is the Achilles heel of turbulence modeling [5].  

While the road to turbulence model improvement is likely an arduous one, there are 

several steps that can be taken to enhance both the timeline and the outcome. First, there is 

a deep need to better understand the physics of adverse pressure gradient (APG) TBL flows 

and the separation process that often ensues. This can be explored via the analysis of 

experimental wind tunnel studies as well as high resolution DNS and LES simulations. 

Second, in developing new models and evaluating existing ones, high quality benchmark 

experimental data sets are needed to provide additional validation capabilities. The 
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problem is that many currently available “traditional” experimental studies have either 

incomplete data sets and documentation, quality control issues or both [3,11,12]. 

Moreover, the geometries are often ill-suited for CFD as grid generation issues or 

discretization errors arise [2,3]. Finally, CFD workshops are needed that bring the broader 

technical community together to compare and analyze new turbulence models and build 

data bases for future model assessment. This has already begun through programs such as 

the Drag Prediction Workshop initiated in 2001 [13], the High-Lift Prediction Workshop 

Series [7], and the NASA Turbulence Modeling Resource website [14]. 

As outlined above, the process of improving turbulence models will still require 

significant effort in the area of wind tunnel testing. Experimental fluid dynamicists are 

better equipped to accurately and reliably measure turbulent separating flows than CFD 

practitioners, thus, the elimination of wind tunnel testing will not occur any time soon. 

Instead, there is a growing need for additional experimental studies that can be used as a 

tool both to validate CFD codes, and to analyze the corresponding flow physics. This is the 

primary motivation for this work, wherein a series of archival, benchmark, smooth-body, 

APG TBL flow separation studies are examined. Ironically, in this endeavor the 

experimentalist is supporting the eventual demise of experimental fluid dynamics with the 

hope that our efforts provide an understanding of the field that will allow CFD to one day 

take the place of experimental studies. 

1.2 Background and Literature Review 

Fundamentally, the goal of a model validation experiment differs from that of a 

traditional experiment. Most traditional experiments aim to discover or provide an 

improved understanding of physical phenomena, measure empirical constants to calibrate 
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models, or to improve a products safety and reliability. Oberkampf and Smith [11] explain 

that the model validation experiment is a new type of experiment “designed, executed, and 

analyzed for the goal of quantitatively determining the ability of the mathematical model 

(and its embodiment in a computer code) to predict the physical processes occurring in the 

model validation experiment.” With this new type of experiment comes a plethora of 

requirements (mainly in the form of additional measurements, documentation, and 

uncertainty quantification) not fulfilled in traditional experiments.  

Oberkampf and Smith [11] go on to provide extensive guidelines for model 

validation experiment completeness (MVEC) that include 6 attributes with 4 possible 

levels of completeness which must be analyzed and confirmed solely via the experimental 

documentation. While many of these attributes are addressed in a typical experiment, the 

level of characterization and documentation in these typical experiments is far below that 

suggested for validation quality experiments. Oberkampf and Smith [11] recognize that 

these requirements have been thought of as “unreasonably demanding on experimentalists” 

and that “no present experiment would score at the top levels”; therefore, they should be 

used as a comparative standard for existing experiments and as idealized guidelines for the 

design of new experiments. These guidelines highlight that (1) currently, there are no ideal 

CFD validation experimental data sets available and (2) a new wave of validation 

experiments is starting to be conducted in an attempt to meet these guidelines. 

While the guidelines of Oberkampf and Smith [11] are quite generic and principally 

consider the thoroughness of the experiments and documentation, they (and others [2,3]) 

also point to the need for flow physicists, CFD practitioners and experimentalist to work 

together to design validation experiments. For example, many quality flow-physics 
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experiments have been conducted that are not suitable for CFD simulation. While perfectly 

fine for experimentation, geometries that are either too complex or not defined analytically 

are not suitable for CFD because grid generation and discretization issues introduce 

uncertainty and numerical rounding errors [2,3]. Inflow and boundary conditions also often 

lack sufficient measurement and documentation [12]. Notably, Disotell and Rumsey [15] 

point out that a reproducible set of boundary values is the “most basic” requirement for a 

validation experiment. While the complete geometry and inflow conditions provide the 

necessary “input” for CFD simulation, validation itself cannot occur without both extensive 

documentation and adequate uncertainty quantification of the mean and turbulent flow 

field variables and any other necessary quantities of interest. 

The qualities of a validation experiment are very important, but, arguably, the 

physical aspects to be studied, and hopefully validated, in the computational simulations 

are of more importance. We must ask: are we investigating the appropriate problems? As 

mentioned above, separating and reattaching turbulent boundary layer flows are one of the 

problems of key importance, yet they are more often, and appropriately, treated as a 

classification of problems. The differences in Reynolds number, surface curvature, 

pressure gradient, compressibility, and three-dimensionality are just some of the features 

that cause these flows to differ in form and ultimately negate the usefulness of the 

experiments. One important driving factor for the manifestation of these features is the 

nature of the model geometry. For example, Deck [16] presents three categories of flow 

problems shown in Figure 1.1. Here he defines category I as flows where separation is 

fixed by the geometry, category II as flows where separation occurs over a smooth surface 

and is dictated by the pressure gradient, and category III as flows where the boundary layer 
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dynamics, along with the pressure gradient, strongly influence separation. He goes on to 

classify category I and II as massively separated flows where developing instabilities 

overwhelm the incoming flow turbulence. Additionally, categories II and III are known as 

smooth-body flows, and they will receive special attention throughout this work. 

 

Figure 1.1 Classification of typical flow problems. I: separation fixed by the 

geometry, II: separation induced by a pressure gradient on a curved surface, 

III: separation strongly influenced by the dynamics of the incoming 

boundary layer (Figure and caption modified from Deck [16]) 

The prime example of a category I flow is that of the backward facing step. It is 

one of the most widely studied, and often considered ideal [17], flow separation 

geometries. Of the many studies of this geometry [18–23], the work of Driver and 

Seegmiller [24] stands out, as it represents a set of experiments employed to evaluate 

turbulence models. The simplistic geometry and two-dimensionality of the separation 

make this geometry relatively easy to study; however, the efforts of these studies are 

necessarily focused on downstream reattachment instead of separation. The sharp corner 

of the step fixes the separation location, allowing the remaining flow parameters (i.e. step 

height and width, incoming boundary layer thickness and turbulence level, Reynolds 

number etc.) to dictate the reattachment process and location.  
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While studying the shear layer dynamics and the reattachment process is important, 

Williams et al. [25] notably point out that “new validation tests must challenge CFD 

capabilities to predict not only the turbulent separated region and reattachment but also the 

separation point.” This is well recognized by the CFD community as the CFD Vision 2030 

Study [3] emphasized that “while all turbulent separated flows are difficult to predict, 

smooth-body separation stands out as the most challenging.” Furthermore, the study goes 

on to state that “in general, two critical components of flow physics need to be modeled 

accurately: the exact location of separation as controlled by the boundary-layer physics and 

the feedback from the separated region to the boundary layer.” Thus there is a clear need 

to develop new, improved validation studies on the smooth-body geometries of categories 

II and III as defined in Figure 1.1. Here we will present a brief overview of some of the 

TBL flow separation studies already conducted for the purpose of CFD validation. 

Two decades ago, researchers began modifying the traditional backward facing step 

by replacing the step edge with a large arc in an effort to allow the pressure gradient, instead 

of the geometry, to dictate the separation location. Several, excellent experimental studies, 

utilizing rounded backward facing steps (ramps), have been conducted by groups at 

Stanford. Song et al. [26] investigated the separation, reattachment, and recovery process 

of a turbulent boundary layer developing over a rounded backward facing step. Later, Song 

and Eaton conducted follow-up work investigating the flow structures [27] and Reynolds 

number effects [28]. Since the boundary layer thickness to ramp height ratio at the start of 

the ramp (𝛿 𝐻⁄ ) was 1.2 in these studies, they would be considered a category III flow as 

defined by Deck [16]. Their experimental results [28] show that for 𝑅𝑒𝜃 above 3,400 “the 
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mean separation and reattachment points are at most a very weak function of Reynolds 

number.” 

Following this experimental work, LES and RANS simulations were conducted by 

Wasistho and Squires [29] on this same geometry but with a much lower 𝛿 𝐻⁄  (thus a 

category II flow) yielding significant differences in the flow field properties, such that their 

results are not comparable to Song and Eaton [28]. Shortly thereafter, Radhakrishnan et al. 

[30] conducted multiple RANS and WMLES simulations at 𝑅𝑒𝜃 = 13,200. All the RANS 

and WMLES simulations were able to predict the separation location within 12%; however, 

reattachment prediction was far worse, with up to 37% and 14% differences for the RANS 

and WMLES simulations, respectively. Additionally, RANS and WMLES produced 

opposite error, early reattachment for RANS and late reattachment for WMLES. Even the 

more recent LES simulations of El-Askary [31] conducted at 𝑅𝑒𝜃 = 1,100, which showed 

good overall agreement with the experiment and were able to predict separation, poorly 

predicted reattachment.  

While Song et al. [26] saw the need to study a flow wherein naturally occurring 

interactions between the separation and reattachment process were not artificially impeded, 

one could argue that the sharp discontinuity in surface curvature in the middle of the 

separation region limited the extent of feedback from the reattachment region to the 

separation region. Additionally, while the separation location was dictated by the pressure 

gradient, the flow was bound to separate due to the sharp discontinuity—attached flow 

would be unachievable on this geometry. A geometry that avoids this issue is the wall-

mounted hump model representing the suction surface of a modified Glauert-Glas II airfoil, 

first investigated by Seifert and Pack [32]. This well documented, canonical geometry has 
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been used for TBL separation studies, validation campaigns, and flow control experiments 

and is the focus of many experimental [12,32–34] and computational [8,9,35] studies.  

Like the rounded, backward facing step, the separation process over the hump 

model is a smooth-body flow separation; however, the surface curvature is continuous 

throughout the separation region, which likely improves the feedback from reattachment 

to separation. Still, the location of separation is virtually insensitive to Reynolds number 

and incoming boundary layer thickness [12,32,33], which may be why DNS [35], LES [9], 

and RANS [8] simulations have been able to match the experimentally determined 

separation location fairly accurately. However, the inaccuracies in the reattachment 

locations from the simulations are all over the board, occurring both early and late, with 

RANS models performing noticeably worse than DNS and LES. Rumsey et al. [8] pointed 

out that this may be because the Reynolds stresses are seriously underpredicted by the 

RANS models in the separated region. As for discrepancies in the LES predictions, Uzun 

and Malik [9] recently found that the span of the computational domain highly influenced 

the separation-bubble length. For this reason, they cautioned users attempting to employ 

spanwise-periodic domains that omit the effects present at the end plates used in the 

experiments. 

In order to avoid sidewall interference, or “3-D contamination” [15], issues 

associated with finite span models, axisymmetric geometries have also been employed as 

a test bed for two-dimensional TBL separation studies. The transonic flow of Bachalo and 

Johnson [36] is a classic example of a shock-boundary-layer interaction leading to smooth-

body flow separation and reattachment. The geometry consists of an annular, circular-arc 

bump mounted to a streamwise aligned cylinder. Over 30 years later, turbulence modelers 
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are still struggling to accurately simulate this case. The frequently observed problem with 

RANS simulations—the inability to predict separation and reattachment—is apparent [37]. 

Furthermore, recent DNS and WMLES have noticeable disagreements with the 

experimental Reynolds shear stress measurements [38]. Moreover, the WMLES has 

additional issues capturing the mean flow, for which Spalart et al. [38] called the lack of 

agreement “disappointing” and the role of wall curvature “poorly understood”. 

Recently, Disotell and Rumsey [15] began design efforts toward another 

axisymmetric flow separation experiment, consisting of a series of interchangeable boattail 

geometries, aimed at CFD validation. The interchangeable geometries allow multiple flow 

separation configurations, resulting in different separation extents, as well as an attached 

flow case to be studied on the same test bed. Here the Mach number is about 0.1, which is 

much lower than that of Bachalo and Johnson [36] (M = 0.875), so no shocks are present, 

while it remains sufficiently high to avoid CFD preconditioners. Early experimental risk 

reduction efforts and accompanying RANS simulations were recently reported by 

Gildersleeve and Rumsey [39] and show, yet again, that while RANS can predict the 

separation location reasonably well, reattachment location is mispredicted. This promising 

study, currently under investigation, is the analogous, axisymmetric version of the work 

conducted in this dissertation, employing an interchangeable geometry of very similar form 

to the ramp geometry discussed in chapter 2. 

The studies reviewed thus far all focus on examining two-dimensional separation 

regions as it is a more tractable problem. However, real engineering flows are very rarely 

truly two-dimensional, and even the flows that have uniform spanwise flow properties may 

suffer from sidewall interference issues. While axisymmetric geometries do not suffer in 
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the same way as conventional finite span models, they too are not immune to 3-D 

contamination. If high spatial resolution is desired, the increased blockage associated with 

larger models may result in slightly non-uniform pressure distributions when a circular 

cross-sectional geometry is placed in a wind tunnel with a rectangular cross-section. These 

types of issues have led to a recent push to examine three-dimensional separated flows as 

a means of CFD validation, even though the efforts are more laborious for both the 

experimentalist and CFD modelers. The experimental geometries often take the form of 

three-dimensional wall-mounted bumps or hills. A few notable three-dimensional flow 

separation studies are the FAITH “Hill” model [40], the NASA juncture flow experiment 

[41,42], the Virginia Tech wall-bounded bump [43], and the Boeing “speed bump” [25], 

the last three of which have attempted or are attempting new levels of validation under 

Oberkampf and Smith’s [11] guidelines, and the last two of which, at the time of this 

writing, are currently undergoing experimental testing. 

Flow separation and reattachment prediction is not the only area where current CFD 

simulations are frequently inaccurate. Attached flows developing in APG environments 

often result in non-equilibrium boundary layers that can also be challenging to accurately 

predict, especially at the more-applicable, higher Reynolds numbers [44]. The changing 

inflectional mean velocity profiles and associated growth in the Reynolds stress outer peak 

challenge even the most advanced turbulence modeling techniques [45]. This type of flow 

development is a sort of middle ground between well-behaved equilibrium boundary layers 

and fully separated flows and has many of the features of the latter. A common geometry 

employed to study APG flows is the two-dimensional, downward angled ramp, which has 
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been utilized in a number of high-quality, experimental [5,44] and computational [45] CFD 

validation studies. 

Since turbulence models need improvement for both smooth-body TBL separated 

flows and attached flows on the verge of separation, it would be ideal for a series of 

experiments to be conducted on the same geometry that can achieve both of these cases. 

This would not only ease CFD implementation but would also provide a more direct 

comparison of attached and separated flows without the influence of geometric differences. 

While the downward angled ramp geometry could be, and has been [46,47], used to study 

separated flows in addition to attached flows, the prominent transition from the flat plate 

to the angled ramp becomes significant and would ultimately initiate the separation 

process, therefore this is not truly a smooth-body separation. Debien et al. [46] showed that 

a prominent edge can produce a turbulent separation region about twice that of a rounded 

edge for the same ramp geometry. Additionally, the influence of model curvature, not 

present on a downward angled ramp, is difficult for turbulence models to capture and is 

therefore desirable in a validation study.  

In an attempt to contribute to this need for experimental validation studies, the work 

presented in this dissertation consists of a series of flow experiments conducted on a single 

two-dimensional, smooth-body, backward facing ramp geometry (ND ramp) featuring 

continuous curvature. While similar geometries have been studied experimentally [48–53] 

and computationally [54,55], most of the focus has been on the efficacy of various passive 

and active flow control methods. None of these studies have the extensive characterization 

and documentation necessary for CFD validation, so they will not be discussed here; 
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however, most of them will be reviewed in chapter 4 to contrast their surface flow features 

to those of the ND ramp flows. 

1.3 Objectives and Organization 

The primary objective of this dissertation is to produce a series of benchmark data 

sets on smooth-body flow separation for CFD validation and turbulence model 

development. The geometry examined is a low aspect ratio, continuously smooth, 

backward-facing ramp that exhibits quasi two-dimensional flow separation and 

reattachment imparted by a streamwise adverse pressure gradient. This experiment is 

unique in that (1) it includes larger-scale separation, smaller-scale separation, and attached 

flow development, occurring on a single, analytically defined geometry with the separation 

extent dictated by an adjustable ceiling contour, (2) it occurs at a practical Reynolds 

number (per meter of length) of Re ≈ 106 (Reθ ≈ 104), low enough to be accessible to various 

CFD methods yet high enough that Reynolds number independence can be expected, (3) it 

includes extensive, detailed measurements of the flow field, such as first and second order 

turbulence quantities at 19 different streamwise and 3 different spanwise locations, surface 

pressure, skin friction, inflow conditions on both the flat plate and sidewall boundary 

layers, and, to the author’s knowledge, the most complete surface flow visualization 

analysis conducted on this type of geometry, and; (4) it exhibits a series of three-

dimensional surface flow separation patterns that, while not usually sought after, are in fact 

commonly observed in many practical aerodynamic flows and hence presents a 

challenging, yet tractable, problem for CFD simulations. 

Throughout the design and characterization of this series of benchmark 

experiments, it became apparent just how little documentation exists on three-dimensional 



 

15 

flow separation occurring on two-dimensional ramp geometries. Many different 

preliminary RANS simulations showed much larger sidewall/ramp juncture separation 

structures than either our CFD turbulence modeling colleagues or we, the experimentalist, 

expected. This prompted us, at the recommendation of our CFD turbulence modeling 

colleagues, to conduct extensive surface flow visualization on the ramp surface and 

sidewalls. It also led to the second emphasis of this dissertation, to characterize the smooth-

body flow separation and reattachment surface topography and topology and both its 

generic character and the influence of the sidewall/ramp juncture flow separation. 

Attempts to scale APG flow development have been made by many researchers. 

Similarity scalings not only provide trends based on the scaling parameters that can be used 

for engineering design, but also provide physical insights by indicating which aspects of 

the flow dictate its development. The recent work of Schatzman and Thomas [56] 

emphasized how the inflectional nature of APG boundary layers and the rapid growth and 

departure from the wall of the Reynolds stress outer peak mimic shear layers and can be 

scaled in a similar way using free shear layer parameters. The remarkable collapse of their 

non-equilibrium mean velocity and turbulence profiles prompted the investigation of 

whether this scaling was applicable to APG TBLs developing over curved geometries as 

well as in separated flows. This led to the third emphasis of this dissertation, scaling the 

mean and Reynolds stress profiles to account for wall curvature and coordinate system 

reference frame effects. 

Documentation of the experimental facility, model geometry and instrumentation, 

and diagnostic techniques are provided in chapter 2. The installation of the model geometry 

is quite involved and extends into the wind tunnel inlet contraction and diffuser, so an 
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overview approach will be taken with much of the detailed supporting documentation 

provided in Appendix A. Details of the local and global coordinate systems used will be 

presented with the bulk of the chapter providing extensive descriptions of the 

instrumentation employed and any required calibrations. Chapter 3 provides the boundary 

conditions. This includes the adjustable ceiling configurations that dictate APG for the 

three benchmark test cases, the resulting surface pressure and skin friction measurements, 

and the inflow mean and turbulent boundary layer profiles on both the flat plate and wind 

tunnel sidewalls.  

In chapter 4, the surface flow characteristics are discussed. This primarily takes the 

form of analyzing oil-film surface flow visualization images and identifying flow features 

that visually illustrate the three-dimensionality of the flow. The chapter concludes with a 

review of similar smooth-body flow separation experiments and demonstrates that the 

surface flow patterns observed, while not commonly examined in depth, are in fact typical. 

In chapter 5, the surface flow patterns are analyzed in more detail and surface flow topology 

maps are presented. Using what is known of the surface flow and select off-surface flow 

information, the flow topology maps are extended off the surface to illustrate how the 

separation structures may advect downstream and form the central separation region. These 

topology maps are then shown to contain the so-called owl-face patterns which represent 

the simplest form of three-dimensional flow separation and are in fact common in flow 

separation studies. The chapter concludes with the extension of the surface topology maps 

to a more generalized form. 

Chapter 6 discusses the role of the ramp surface curvature on the mean flow and 

compares it, and the resulting separation structure, to that of a typical s-duct to examine 
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the role of the wind tunnel sidewalls. A series of passive flow control experiments seeking 

to control the sidewall and sidewall/ramp juncture flow are then presented. The results 

indicate that the extent of the sidewall/ramp juncture flow separation is inversely related to 

the extent of the centerline separation. 

The off-surface flow field development is presented in chapter 7 and provides both 

measured mean and turbulence stress quantities. The mean and unsteady separation and 

reattachment locations are then discussed in detail with correlations to the pressure and 

pressure gradient distributions also analyzed. Chapter 8 discusses scaling the mean and 

turbulence quantities using embedded shear layer parameters and examines the importance 

of coordinate system orientation. Finally, conclusions and recommended future work are 

presented in chapter 9, and supplemental experimental documentation, details of the data 

uncertainty analysis, and additional analysis is presented in the appendices.   
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CHAPTER 2:  

EXPERIMENTAL FACILITY, SETUP, AND INTRODUCTION 

This chapter describes the experimental facility in which this work was conducted, 

the dedicated test section and installation of the model geometry, and the flow diagnostic 

techniques and instrumentation utilized to characterize the flow and acquire the data 

presented in the database accompanying this experiment. 

2.1 White Field Mach 0.6 Wind Tunnel Facility 

All experiments were performed in the Notre Dame Mach 0.6 closed-circuit wind 

tunnel facility at White Field. This is a large-scale, variable-speed, low-turbulence wind 

tunnel designed for fundamental aerodynamic research. A schematic of the wind tunnel is 

given in Figure 2.1. Some key features of this facility are its low freestream turbulence 

level, √𝑢2̅̅ ̅ 𝑈∞⁄ ≤ 0.5%, its large test section size, 0.91 m x 0.91 m (3 ft x 3 ft) cross-

section by 2.74 m (9 ft) length, its high powered, 1750 horsepower, variable r.p.m. AC 

motor, and its chilled-water temperature-controlled environment. The model for this 

experiment was installed in its own dedicated removable test section, which facilitated the 

ease of repeated experimental entries. 



 

19 

 

Figure 2.1 Schematic of the White Field Mach 0.6 wind tunnel facility 

2.2 Model Geometry and Wind Tunnel Installation 

The experimental geometry was designed to provide initial turbulent boundary 

layer (TBL) growth under nominally zero pressure gradient (ZPG) conditions subsequently  

imposed upon by an adverse pressure gradient (APG) that is fully adjustable over a smooth, 

backward facing ramp geometry. In this manner, the streamwise extent of the flow 

separation could be controlled with a fixed ramp geometry. Initially, this experiment sought 

to produce a turbulent flow whose statistical results were homogeneous in the spanwise 

direction. This turned out to only be realizable upstream of flow separation, as the 

separation process itself introduced inherent three-dimensionality. Hence, the focus of this 

work changed to accept the naturally occurring three-dimensionality and instead provide 

extensive characterization and documentation throughout this dissertation. The 

experimental geometry designed to achieve these objectives is shown in Figure 2.2, which 

presents a CAD model of the test section installed in the wind tunnel.  
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Figure 2.2 Drawing of the model geometry installed in the Notre Dame Mach 0.6 

wind tunnel test section viewed from the outer wind tunnel loop side 

Important features of the experiment are highlighted in Figure 2.3 and will be 

briefly discussed here, with more details available in Appendix A. On the lower half of the 

wind tunnel contraction, an internal inlet contour is installed, see Appendix A.3. The 

contour brings the flow smoothly from the wind tunnel inlet contraction up to a flat 

boundary layer development plate where the incoming flow is tripped with a 101.6 mm (4 

in) wide strip of distributed sand grain roughness with an average roughness element size 

of 46 μm, mounted 1.2 m (47.2 in) upstream of the ramp leading edge. The boundary layer 

development plate, see Appendix A.4, spans the full 0.914 m (3 ft) width of the test section 

and is 1.462 m (57.57 in) in streamwise length. Its top surface is raised 0.352 m (13.88 in) 

off of the test section floor. It allows a uniform turbulent boundary layer to grow before 

reaching the ramp leading edge.  
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Figure 2.3 Labeled schematic drawing of the test section and model geometry 

viewed from the inner wind tunnel loop side 

At the termination of the boundary layer development plate is the ramp model 

geometry, the primary focus of this experiment. It was designed in partnership with the 

CFD group at NASA Langley Research Center and consists of a fifth-order polynomial 

contour with zero first and second derivative end conditions at both upstream and 

downstream ends of the geometry. The geometry of the ramp, which extends the entire 

width of the test section, is given by the following parametric form, 

 

𝑌(𝑋) = 𝑎1 + 𝑎2𝑋
3 + 𝑎3𝑋

4 + 𝑎4𝑋
5 (2. 1) 

 

where the X denotes the streamwise distance from the end of the boundary layer 

development plate and Y(X) is the height of the ramp, both in the global coordinate system 

(see Figure 2.3 & Figure 2.5). The constants are given in terms of the ramp length, L = 0.9 

m, the ramp height, H = 0.2 m, and the vertical offset, Hoff = 0.152 m (6 in), as follows: 

 

𝑎1 = (𝐻 + 𝐻𝑜𝑓𝑓),     𝑎2 = −10𝐻 𝐿3⁄ ,     𝑎3 = 15𝐻 𝐿4⁄ ,      𝑎4 = −6𝐻 𝐿5⁄ (2. 2) 
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The ramp is made from machined aluminum that was polished and toleranced to within 

0.025 mm (0.001 in). Additional details are available in Appendix A.2. Downstream of the 

ramp the flow smoothly transitions into the diffuser via removable contours installed on 

the diffuser floor, see Appendix A.6.  

On the upper half of the test section, a top wall inlet contour smoothly transitions 

the flow from the inlet onto a flexible-top wall insert (see Figure 2.3 and Figure 2.4). Like 

the ramp geometry, this contour is machined aluminum in the form of a fifth-order 

polynomial with zero first and second derivative end conditions. It is described by the 

following parametric form, 

 

𝑌(𝑋) = 𝑏1 + 𝑏2𝑋
3 + 𝑏3𝑋

4 + 𝑏4𝑋
5   𝑓𝑜𝑟  [−1.4623 < 𝑋 < −1.0813] (2. 3) 

 

where X and Y are both in the global coordinate system. The constants are given in terms 

of the ramp length, L2 = 0.3810 m, the ramp height, H2 = 0.0986 m, and the vertical offset, 

Hoff2 = 0.8158 m, as follows: 

 

𝑏1 = (𝐻 + 𝐻𝑜𝑓𝑓2),    𝑏2 = −10𝐻2 𝐿2
3⁄ ,    𝑏3 = 15𝐻2 𝐿2

4⁄ ,    𝑏4 = −6𝐻2 𝐿2
5⁄ (2. 4) 

 

The flexible-top wall insert (adjustable ceiling contour), manufactured from 10-gauge 

aluminum sheet metal, covers the entire test section and acts as a false ceiling. As shown 

in Figure 2.4, it features two rows of turnbuckles that allow a continuous modification of 

the streamwise pressure gradient. At the end of this flexible insert, which approximately 

corresponds to the end of the test section, is a hinge assembly that transitions the flexible 
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ceiling into the diffuser, see Appendix A.6. Figure 2.4 is a photograph of the test section 

which highlights both the size of the ramp model geometry and the flexible insert and 

provides a reference for the coordinate systems that are used in this work. Note that in 

Figure 2.4 the test section sidewall is removed for improved visibility of key components. 

This sidewall, located on the wind tunnel outer loop (-Z axis), is not the same as the one 

on the inner loop side. Instead, it features adjustable window positioning and was fabricated 

to allow complete sidewall optical access at any streamwise location. See Appendix A.7 

for further details. 

 

Figure 2.4 Photograph of the test section model with the sidewall door removed 

viewed from the outer wind tunnel loop. Note that the sidewall door absent in this 

photograph is the adjustable one. 

2.3 Coordinate Systems 

There are two primary right-hand, Cartesian coordinate systems used in the data 

collection and data presentation of this experiment: the global and the local coordinate 

systems, both shown schematically in Figure 2.5 and Figure 2.6. The global coordinate 

system (X, Y, Z) has its origin at the start of the ramp and bottom mid-span of the test 
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section. The global coordinate system is used to represent the physical geometry and the 

start of each LDV profile. The local coordinate system (x, y, z) is different for each ramp 

location and has the same spanwise, z, coordinate as the global coordinate system; 

however, its other two axes are locally wall-normal, y, and wall-tangent, x, oriented. The 

origin of the local coordinate system is on the surface of the ramp geometry and is defined 

by a single value of the streamwise global variable, X, or the surface streamwise coordinate, 

xs. The angle θ as given for each local coordinate system is defined as the wall-parallel 

direction, x, rotated counter-clockwise into the tunnel streamwise direction, X. It is 

primarily used to convert the local flow values from their native, locally collected 

coordinate system to the global coordinate system. The details of the coordinate system 

rotation applied to the LDV data are provided in Appendix D.5. 
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Figure 2.5 Side view schematic of the global (X, Y, Z) and local (x, y, z) 

coordinate systems with respect to the ramp geometry 

 

 

Figure 2.6 Schematic showing both the streamwise and multiple 

spanwise static pressure taps on the convex ramp surface and the global 

(X, Y, Z) and local (x, y, z) coordinate systems 
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2.4 Diagnostic Techniques 

2.4.1 Surface Pressure Instrumentation 

The boundary layer development plate and ramp, taken together, contain a total of 

89 surface pressure taps: 61 in the streamwise direction along the central axis, Z = 0, and 

the remainder in 7 different spanwise arrays along the ramp, as shown in Figure 2.6. See 

Appendix B.1 for tabular data providing each pressure tap location. All pressure taps are 

confined to central section of the ramp geometry and were drilled wall-normal using a 5-

axis CNC milling machine. Scanivalve 063 stainless steel tubulations, each 25.4 mm (1 in) 

in length with an internal diameter of 1.1 mm (0.0425 in), were superglued flush with the 

ramp surface in the holes. The tubulations were then connected to the pressure transducer 

via 063 urethane tubing and three separate 31-port circular connectors, both from 

Scanivalve. 

Pressure data were acquired via the Scanivalve SSS-48C9 pneumatic scanner which 

houses a PDCR23D pressure transducer and a SCSG2 signal conditioner. This system has 

48 pressure ports that can be measured sequentially using the internal pressure transducer, 

which has a differential range of 10 in of H2O with an accuracy of 0.30% of full scale. Due 

to the large number of pressure taps, pressure measurements were taken in three sequential 

groups using the Scanivalve’s 31-port circular quick connectors. Each channel was 

sampled sequentially at 1 or 2 kHz for 15 seconds, which was sufficient to provide 

converged mean values. The reference pressure for each measurement was the freestream 

static pressure collected via a pitot tube located at X = -0.97 m, Y = 0.58 m, and Z = 0.19 

m. 
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The Scanivalve device was calibrated in the wind tunnel against the Setra pressure 

transducers, which were used to set the wind tunnel freestream speed. A sample calibration 

curve for this device is given in Figure 2.7 below. The Mach 0.6 wind tunnel uses two Setra 

Model 270 absolute pressure transducers to measure pitot static and total pressures, 

respectively, with a range of 600-1100 HPa and an accuracy of 0.05% of full scale. The 

Scanivalve sensor was calibrated by connecting the Scanivalve and each of the Setra’s 

pressure lines to the freestream pitot tube. The freestream Mach number was then varied 

between 0 - 0.217 using the Setra’s output, and the Scanivalve voltage was recorded. The 

difference in the Setra outputs, the pitot dynamic pressure, was used as the known pressure 

to calibrate the Scanivalve. 

The individual data files for each group were loaded into and processed in 

MATLAB. Pressure data are reported in terms of a pressure coefficient defined as follows: 

 

𝐶𝑝  ≡  
(𝑃𝑖 − 𝑃∞)

(𝑃𝑇 − 𝑃∞)
=  

∆𝑃𝑖

𝑞
(2. 5) 

 

where Pi is the local static pressure, P∞ is the freestream static pressure, PT is the freestream 

total pressure and q is the freestream dynamic pressure. For the reported surface pressure 

measurements, the 95% uncertainty in Cp is on the order of 0.007. The full uncertainty 

analysis provided in Appendix D.1. 
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Figure 2.7 Sample calibration curve for the Scanivalve 

SSS-48C pneumatic scanner using an NI USB-6343 

DAQ 

2.4.2 Pitot-Tube Instrumentation 

Sidewall boundary layer profiles of mean velocity were taken using a United Sensor 

type BA-020-12-C-650 total pressure probe. The probe is made of a 5.1 mm (0.020 in) 

nominal diameter steel tube that is flattened on the tip to an opening of 2.8 mm (0.011 in). 

The measured total pressure was referenced to a wall-normal static pressure line located 

nominally at the boundary layer profile location. The profile was traversed using a hand 

operated traverse with 1 mm gradations. Each profile began with the probe contacting the 

wall and ended with the probe in the freestream. All measurements were conducted using 

the Scanivalve SSS-48C pneumatic scanner, which houses, a PDCR23D differential 

pressure transducer and a SCSG2 signal conditioner. This Scanivalve device is the same 

one used for the surface pressure measurements. The data were sampled digitally via an NI 

USB 6343 DAQ and samples were taken at 100 Hz for 30 seconds per point. The lab 
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atmospheric conditions were recorded at the start of each run and the wind tunnel 

temperature was recorded at both the start and end of each run.  

The starting location of each profile within the wind tunnel is listed in Table 2.1. 

Notice that the height off the boundary layer development plate, or Y coordinate, is not the 

same on each side. This occurs because the same removable window mounted traverse was 

used for all the pitot-tube profiles and the window openings of the test section sidewall on 

the outer loop side are lower than the inner loop side, i.e. the window positions are not 

symmetric about the tunnel centerline. For additional clarity, see Appendix A.8.  

TABLE 2.1  

SIDEWALL BOUNDARY LAYER PROFILE LOCATIONS 

 X [m] Y [m] Z [m] 

Inside Loop -0.090 0.457 0.457 

Outside Loop -0.090 0.406 -0.457 

 

The individual data file for each location was imported into and processed in 

MATLAB. Streamwise velocity was calculated from pressure using Bernoulli’s equation 

as follows: 

𝑈 = √
2Δ𝑃

𝜌
(2. 6) 
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where ΔP is the local dynamic pressure, measured as the difference between the pitot 

pressure and the wall static pressure. The density, 𝜌 [𝑘𝑔 𝑚3⁄ ], was calculated as a function 

of pressure, temperature and relative humidity using Jones’s formula [57], 

 

𝜌 =  
0.0034848

𝑇 + 273.15
(𝑃𝑎 − 0.0037960 ∗ 𝑅𝐻 ∗ 𝑃𝑠𝑎𝑡) (2. 7) 

 

where Pa is the atmospheric pressure [Pa], T is the temperature [C], RH is the relative 

humidity [%], and Psat is the saturated water vapor pressure. Teten’s formula was used to 

calculate the saturated water vapor pressure as follows: 

                                             

𝑃𝑠 =  611 × 10
7.5𝑇

(𝑇+237.3)⁄ (2. 8) 

 

Information regarding the uncertainty analysis of the pitot-tube measurements is 

provided in Appendix D.2. Sample plots of the sidewall boundary layers, including 95% 

confidence intervals, for Case A are shown in Figure 2.8. Note that the uncertainty is on 

the order of the symbol size. 
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Figure 2.8 Wall-normal sidewall boundary layer profiles for inside loop (a) and 

outside loop (b) for Case A. The uncertainty intervals are on the order of the symbol 

size. Note that the profile location is not the same on both sides, see Table 2.1. 

2.4.3 Hot-Wire Anemometry Instrumentation 

Boundary layer mean velocity and turbulent stress profiles were taken on the 

boundary layer development plate and sidewalls using hot-wire anemometry. An A.A. Lab 

Systems AN-1003 anemometer and a conventional straight sensor probe (Auspex type 

AHWU-100) were used for the boundary layer surveys. The probe wire was made of 5 μm 

diameter tungsten with a length of 1.78 mm (0.07 in) The data were acquired at 10 kHz for 

20 seconds per point with a 10 kHz low pass filter used before the signal was digitized with 

a NI USB 6343 DAQ. The viscous scaled wire length, l+, discussed in section 3.5, was 146. 

An overheat ratio, ar, of 2.0 was used with a signal gain of 4.0. Traversing of each profile 

was achieved using a DC stepper motor with a step size of 0.0127 mm (0.0005 in) per step. 

Each profile consisted of 48 points with step increments as small as 0.0254 mm (0.001 in). 

In order to reduce heat transfer from the wire to the plate when the wire was close to the 

wall, 0.05 mm (0.002 in) Kapton tape was placed on the surface where each profile was 

taken. 
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Alignment of the hot-wire probe with the surface was done using a custom camera-

based alignment device shown in Figure 2.9. The device consisted of a horizontally 

mounted camera pointed at the upper edge of a machined aluminum block of known height 

placed on the ramp surface. To align the hot-wire, the probe was first traversed upward, 

and the camera device positioned underneath the wire. Then both the traverse and camera 

could be remotely controlled from the computer to precisely lower the hot-wire just over 

the edge of the block. Once satisfactorily aligned, the camera device could be removed and 

the probe finally lowered to its starting location just above the surface. This was done by 

subtracting the aluminum block offset height (3.345 in ± 0.001 in) and adding in the Kapton 

thickness (0.004 in with adhesive) and the desired starting height off the surface (typically 

0.002 - 0.010 in). 

 

Figure 2.9 Photograph of custom camera alignment device used to determine and 

align the hot-wire’s position above the surface 
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Calibration of the hot-wire was completed in situ in the wind tunnel freestream 

using installed pitot tube and Setra pressure transducers that were used to set the wind 

tunnel freestream speed. The Mach 0.6 wind tunnel uses two Setra Model 270 absolute 

pressure transducers to measure local static and total pressures, respectively, each with a 

range of 600-1100 HPa and an accuracy of 0.05% of full scale. Calibrations were done 

each day of testing and for each separation case. A series of 13 or 14 Mach numbers, Mi, 

ranging from 0 to 0.217 or 0.233 were run and the anemometer output voltages, Ei, were 

recorded along with the ambient fluid temperatures, Ti. Here the subscript ‘i’ is used to 

denote the calibration points. The calibration points were then converted from Mach 

number to velocity as follows: 

 

𝑈𝑖 = 𝑀𝑖√𝛾𝑅𝑇𝑖  (2. 9) 

 

where Ui is the calibration velocity, γ is the specific heat ratio (taken as 1.4 for air), and R 

is the gas constant for air (taken as 287.05 J/(kg∙K)). The acquired voltages, Ei, were 

corrected for temperature variation to a reference temperature, Tr, as follows: 

 

𝐸𝑖,𝑟 = 𝐸𝑖 [ 
𝑇𝑤𝑐 − 𝑇𝑟

𝑇𝑤𝑐 − 𝑇𝑖
]

1
2
 (2. 10) 

 

where Ei,r is the corrected calibration wire voltage at the reference condition, Tr is the 

ambient fluid temperature at the reference condition (taken as room temperature 23 ℃), 

and Twc is the wire temperature. Twc is defined as follows: 
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𝑇𝑤𝑐 = 𝑇𝑖 + 
𝑎𝑟 − 1

𝛼20
 (2. 11) 

 

where ar is the overheat ratio, 𝑎𝑟 = 
𝑅𝑤

𝑅𝑎
⁄ , and α20 is the thermal coefficient of resistivity 

measured at 20 ℃ (for Tungsten wire 𝛼20 = 0.0036 ℃−1). These corrected voltage, Ei,r, 

and velocity, Ui, data were then used to generate a calibration plot and the data were fit to 

a 7th order polynomial, yielding voltage as a function of velocity, defined as: 

 

𝐸(𝑈) = 𝑝1𝑈
7 + 𝑝2𝑈

6 + 𝑝3𝑈
5 + 𝑝4𝑈

4 + 𝑝5𝑈
3 + 𝑝6𝑈

2 + 𝑝7𝑈 + 𝑝8 (2. 12) 

 

where E = f(U) (given by eqn. (2.12)) and the inverse of this equation is referred to as U = 

g(E). A typical calibration curve is shown in Figure 2.10, below, along with the temperature 

variation. Note that while the temperature drops for the low velocity calibration points, this 

part of the calibration region is not used because the measured velocity of the boundary 

layer profiles does not fall below 20 m/s. 
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Figure 2.10 Typical hot-wire calibration curve with voltage (a) and temperature 

(b) as functions of velocity. Note that confidence intervals are included in the 

voltage plot and are due to the calibration uncertainty. 

Each profile measurement begun with the probe just off the surface (estimated at 

0.05 - 0.254 mm) and traversing wall-normally into the freestream. For separation Case A 

there was very little temperature variation during each run, typically 1-2 ℃, however for 

Cases B and C the temperature variation became more significant, with the variation 

approaching 10 ℃. To correct for temperature effects, the temperature, Ta, was recorded 

for each profile. Temperature was recorded via digital data acquisition for Case B; 

however, for Cases A and C, temperature was only recorded manually. The hot-wire 

voltage was corrected to the reference temperature condition using equation (2.10) applied 

as: 

 

𝐸𝑤,𝑟 = 𝐸𝑤 [ 
𝑇𝑤 − 𝑇𝑟

𝑇𝑤 − 𝑇𝑎
]

1
2

(2. 13) 

 

where Ew is the recorded probe voltage, Ew,r is the wire voltage corrected to the reference 

condition, and Tw is the wire temperature, defined as follows: 
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𝑇𝑤 = 𝑇𝑎 + 
𝑎0 − 1

𝛼20

(2. 14) 

 

The corrected voltage for each data point, Ew,r)j, was then inserted into equation (2.12) and 

the equation was solved implicitly for velocity, uj, via a bisection method. This process 

was repeated for each data point at each location in the profile. Using the velocity time 

series, the mean velocity for each location was calculated as follows: 

 

�̅� =
∑ 𝑢𝑗

𝑁
𝑗=1

𝑁
(2. 15) 

 

where uj is the instantaneous velocity measurement and N is the number of samples. For 

most of the measurements N = 200,000 with preliminary tests indicating that this was more 

than sufficient for the data to converge. The variance was calculated as follows: 

 

𝑢′2̅̅ ̅̅ =
∑ |𝑢𝑗 − �̅�|

2𝑁
𝑗=1

𝑁 − 1
(2. 16) 

 

Sample plots of the mean and variance profiles, including 95% confidence intervals, are 

given in Figure 2.11. The details of the uncertainty analysis for the hot-wire measurements 

can be found in Appendix D.3. 
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Figure 2.11 Typical mean velocity (a) and turbulent normal stress (b) profiles 

plotted with confidence intervals. These profiles are for Case B with the origin 

of the profile located at (X, Y, Z) = (-0.678, 0.600, 0.457). 

2.4.4 Oil-Film Interferometry Instrumentation 

Skin friction measurements on both the boundary layer development plate and 

upstream and downstream ends of the ramp were acquired using the oil-film interferometry 

(OFI) technique. This technique relates the skin friction to the thickness of a sheared oil 

film which, in turn, is related to the distance between optical interference fringes produced 

by monochromatic light that reflects from both the bottom and top of the film. Clearco 

silicon oils with nominal viscosities of 1,000 and 200 cSt were used as the shearing fluids. 

Their corresponding specific gravities were 0.974 and 0.969 with refractive indices of 

1.4031 and 1.4026, respectively, for the 1,000 and 200 cSt oils. Since the aluminum surface 

of the ramp produces inherently poor fringe patterns, the oil was applied to a layer of 5 mil 

Kapton, placed over the polished aluminum surface. This method was found to produce 

adequate optical fringe patterns. Adjacent to the Kapton film, a small, thin stainless-steel 

ruler was secured to the surface to serve as a fiduciary marker for the measurement of the 

fringe spacing. The ruler was located along the tunnel centerline and the Kapton to either 

side of it. This ensured that all measurements were collected in the uniform flow region. 
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For the skin friction measurements, the wind tunnel was run for 20, 30, 40, or 50 

minutes, and the freestream temperature and dynamic pressure were recorded at 10 Hz over 

the entire length of the run, including startup and shut down. The temperature was recorded 

using a K-type thermocouple protruding through the -Z wall and located at X = -0.91 m 

and Y = 0.42 m. The dynamic pressure was recorded using a pitot-static tube located at X 

= -0.87 m, Y = 0.52 m, and Z = -0.19 m and connected to the Scanivalve SSS-48C 

pneumatic scanner discussed previously. 

To acquire the interferogram images, a test fixture, shown in Figure 2.12, was 

constructed that allowed the camera and monochromatic light source to be fixed with 

respect to one another and to be quickly positioned in the wind tunnel after the test. A 

sodium lamp with wavelength of 589 nm was used as the monochromatic light source and 

images were acquired using a Canon Rebel t6 camera featuring a resolution of 5184 x 3456 

pixels. The camera was focused and triggered remotely via a computer desktop application. 

Multiple images were acquired during each run and multiple runs, with differing run times, 

were conducted for each location of interest. 
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Figure 2.12 Photograph (a) and illustration (b) of test fixture, shown in place at the X 

= -0.678 m location, developed to illuminate and photograph the interferogram images 

The resulting interferogram images were analyzed in MATLAB to determine the 

fringe spacing, which was defined as the distance between successive minima or maxima 

in light intensity. To summarize, first, the images were loaded into MATLAB and two 

points on the ruler were selected in terms of their pixel locations. This pixel distance was 

then converted to physical distance using an L2-norm and the known distance on the ruler. 

Next, a subregion of the image was selected as the interrogation region to determine the 

fringe spacing. This region was divided into pixel-wide streamwise slices over which each 

region was fit with two Fourier series of different orders, ranging from 2nd order to 8th order 

(2nd order and 7th order series were used in the example below). The mean of the fit was 

removed and the distance between each minimum value was calculated and converted to 

physical distance. These distances were then filtered to remove outliers and partial fringes, 

and the mean of the remaining values was taken. This process was repeated over the entire 

span of the interrogation region, and the distances were averaged for both order Fourier 

series. If the difference in the final mean fringe spacing between the two different fits was 

substantial, the filtering criteria was adjusted or the interrogation region was modified until 

a satisfactory agreement was reached. The fringe spacing value used for each run was the 
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average of the fit of each of the Fourier series.  Figure 2.13 provides an example 

interferogram image highlighting the ruler and interrogation regions. The flow is from top 

to bottom with the start of the ramp, X = 0 m, occurring at the 2 in mark on the ruler; this 

location is designated as X = 0.007 m. Once processed, the fringe spacing was calculated 

to be Δx = 3.542 mm and Δx = 3.560 mm for 7th and 2nd order Fourier series, respectively. 

Figure 2.14 shows the histograms and sample Fourier series fits for this interrogation 

region. 

 

Figure 2.13 Example interferogram for Case B taken at X = 0.007 m and yielding 

a fringe spacing of Δx = 3.55 mm and skin friction coefficient of Cf = 0.00272 
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Figure 2.14 Example histogram (a) and Fourier series fit (b) for the 7th and 2nd 

order Fourier series corresponding to the interrogation region for Case B, X = 

0.007 m 

The fringe spacing was used to calculate to the skin friction via equation (2.17): 

                                              

𝐶𝑓 = 
2𝑛𝑐𝑜𝑠(𝜃)∆𝑥

𝜆 ∫
𝑞∞(𝑡)

𝜇(𝑡)
𝑑𝑡

𝑡𝑟𝑢𝑛
0

(2. 17) 

 

where n is the index of refraction of the silicon oil, θ is the incident angle of the reflected 

light (in other words, the angle of the camera with respect to the local wall-normal), Δx is 

the measured fringe spacing, λ is the wavelength of the light source used, q∞(t) is the 

freestream dynamic pressure as a function of time, μ(t) is the dynamic viscosity of the 

silicone oil as a function of time, and trun is the total run time of the wind tunnel. Since 

accurate knowledge of the viscosity of the oil is critical, the viscosity of the oil was 

determined as a function of temperature utilizing the curve fit provided by Clearco (See 

Appendix B.2), rewritten below in a modified form. 
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𝜇(𝑇, 𝜈0) =  𝜌10
(−6+ (

763.1
273+𝑇

−2.559+log(𝜈0)))
(2. 18)

 

 

Here μ is the dynamic viscosity (Pa∙s), ρ is the density (
𝑘𝑔

𝑚3), T is the temperature (°C), and 

ν0 is the kinematic viscosity (cSt) at 25 °C, all of which are properties of the silicone oil. 

Figure 2.15 shows the variation of kinematic viscosity, dynamic pressure, and temperature 

as functions of time for the wind tunnel run in the example above. 

  

Figure 2.15 Example kinematic viscosity (a) and dynamic pressure and 

temperature (b) curves as functions of time for Case B, X = 0.007 m, with a 30 

minutes tunnel run time 

2.4.5 Laser Doppler Velocimetry Instrumentation 

Off-surface flow field measurements were acquired using laser Doppler 

velocimetry (LDV), which is a non-intrusive flow field diagnostic technique. The laser 

used in this system is a Spectra Physics Stabilite 2017 Argon Ion Laser. It is used in 

conjunction with a two-component Dantec Dynamics Fiber Flow laser Doppler 

velocimetry system. The Doppler bursts were measured using a BSA F60 Flow processor 

and BSA Flow Software Version 4.10 initially, and later Version 6.5. The processor was 
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operated in coincidence mode so that all samples collected could be used to determine the 

Reynolds shear stress correlations. The Fiber Flow system splits the laser beam into two 

different wavelengths, a blue beam with a wavelength of 532 nm and a green beam with a 

wavelength of 488 nm. After the beams are split, one beam is shifted by a constant 40 MHz 

via a Bragg cell to unambiguously detect flow direction. The fiber optic LDV system was 

operated in 180-degree backscatter mode. Two lenses of different focal lengths were used 

on the 2D 60 mm fiber optic probe head. A 600 mm focal length lens was employed for all 

profiles taken on the center-span location. For many of the off-span profiles, a 400 mm 

focal length lens was utilized for its ability to yield higher data rates, thereby accelerating 

the data collection process. A photograph of the LDV system in operation is given in Figure 

2.16 below. 

 

Figure 2.16 Photograph of the LDV system, utilizing the 400 mm 

lens, in operation, taking a profile at the start of the ramp, X = 0 m 
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In order to obtain near wall measurements, the LDV probe head was tilted by a 

small angle (angle, φ, in Figure 2.17) to align the bottom beam to be nearly parallel to the 

ramp surface. This corresponds to the alignment of the wall-normal component of velocity 

that is tilted approximately 3°-7° in the normal direction, which was deemed negligible. 

The probe measurement volume has a wall-normal dimension of approximately 0.35 mm 

and 0.78 mm for the 400 mm and 600 mm focal length lenses, respectively. This sets the 

effective wall-normal spatial resolution of the mean and turbulent stress measurements. 

The utilized offset height of each first point should be approximately half of the probe wall-

normal dimension (i.e. 0.35/2 = 0.18 mm and 0.78/2 = 0.39 mm), however, the data sets 

were calculated using a prior value of 0.38/2 = 0.19 mm. The user may easily compensate 

for this difference by shifting the data, although this difference is likely within the 

uncertainty of the starting position, which is estimated as dy = ±0.25 mm (the step value 

used in the alignment process). 
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Figure 2.17 Schematic of LDV probe alignment relative to test 

section. Note, the image is oriented looking downstream. 

To acquire the wall-normal profiles, a three-axis Aerotech traverse system was 

utilized in conjunction with a Unidex 11S controller. The controller uses the DM6006 

Stepping Drive Module with 300SM / ES12271 stepper motors and a Parker Positioning 

Systems linear sled. The system has a minimum of 200 steps/rev with 1 rev = 5 mm. This 

yields a resolution of 0.025 mm per step. Because the controller had one inoperable axis, 

only two axes were able to be utilized at a time. Thus, for each wall-normal profile the z-

axis of the traverse was positioned manually before the start of the run. The uncertainty for 

manual alignment is estimated to be dz = ±2 mm, however, since the flow is quasi two-

dimensional, its sensitivity in this spanwise direction is very small. The traverse was 

positioned on the lab floor with casters and then lifted using solid, threaded feet such that 

its position was stationary during the entire measurement process. Due to vibration of the 

test section, the actual location of the LDV probe volume varied relative to the model 
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geometry, thus the uncertainty in the measurement location is larger than the traverse 

resolution.  

The wind tunnel was seeded with Di-Ethyl-Hexyl-Sebacot (DEHS) particles of 

nominally 1-micron diameter using a TSI Six-Jet Atomizer 9306 high volume liquid 

droplet seeding generator. Typically, only three or four jets, of the six, were used at a time. 

Seeding particles were introduced locally wall-normal in the upstream internal inlet 

contraction. For details on how the seeding particles were introduced into the flow, see 

Appendix B.3.  

For each test, the tunnel was warmed-up and allowed to reach steady state before 

any LDV measurements were acquired. For each profile, the probe locations were preset 

in the BSA flow software and the data collection process was semi-automated. A typical 

profile took anywhere from 30 minutes to 3 hours to collect sufficient statistically-

converged data. The number of samples collected per probe location varied significantly 

due to the high variation in the data rate throughout the flow measurement region. In many 

cases, multiple runs were acquired for a particular profile and the results were then 

ensemble-averaged. The data output for each probe location consisted of a separate text 

file containing the row number, arrival time [ms], transit time [ms], and the instantaneous 

streamwise, u [m/s], and wall-normal, v [m/s], velocity components for each sample. The 

individual text files for each probe location were imported into and processed in MATLAB. 

The streamwise, U, and wall-normal, V, mean velocities are defined as  

 

𝑈 = 
1

𝑁
∑ 𝑢𝑗

𝑁

𝑗=1
(2. 19) 
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𝑉 =  
1

𝑁
∑ 𝑣𝑗

𝑁

𝑗=1
(2. 20) 

 

Where both uj and vj are the instantaneous velocity measurements of the data set and N is 

the number of samples. Here the mean velocities (U, V, W) are defined in the local 

coordinate system (x, y, z), whose origin is the surface location of each profile. The 

variances, or turbulent normal stresses, are calculated as  

 

𝑢′2̅̅ ̅̅ =  
1

𝑁 − 1
∑ |𝑢𝑗 − 𝑈|

2𝑁

𝑗=1
(2. 21) 

 

𝑣′2̅̅ ̅̅ =  
1

𝑁 − 1
∑ |𝑣𝑗 − 𝑉|

2𝑁

𝑗=1
(2. 22) 

 

and the covariance, or turbulent shear stresses, as 

 

𝑢′𝑣′̅̅ ̅̅ ̅ =  
1

𝑁 − 1
∑ (𝑢𝑗 − 𝑈)(𝑣𝑗 − 𝑉)

𝑁

𝑗=1
(2. 23) 

 

Sample wall-normal mean and turbulence stress profiles, including 95% confidence 

intervals, are plotted in Figure 2.18. This example is for Case B data taken at X = 0.75 m 

and Z = 0 m. For the mean profiles, the uncertainty is on the order of the symbol size. The 

details of the uncertainty analysis are provided in Appendix D.5. 
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Figure 2.18 Example wall-normal mean (a) and turbulent stress (b) profiles 

plotted with 95% confidence intervals for Case B, located at X = 0.75 m and Z 

= 0 m 

The number of samples required to achieve converged statistics varied significantly 

throughout both the wall-normal extent and streamwise development. Example 

convergence plots of the turbulent shear stress, which takes the longest to converge, are 

shown in Figure 2.19. The figure gives a running average of the turbulent shear stress for 

each additional sample with horizontal red lines representing ±5% of the final value. While 

the figure below indicates that a few thousand samples are required for converged statistics, 

this is not always the case. Many of the profiles near the freestream, where the turbulent 

shear stress is very low, converge in fewer than 100 samples. Thus, many of the profile 

points in these regions still converge even though few samples were acquired. The data set 

accompanying this dissertation provides the number of samples acquired for each profile 

point. 
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Figure 2.19 Typically convergence plots of the turbulent shear stress for a profile point 

with a low magnitude (a) and high magnitude (b), showing a running average of the 

turbulent shear stress versus the number of samples with red lines representing the final 

value ±5% 

2.4.6 Surface Flow Visualization Technique 

There is a plethora of approaches to surface flow visualization. One of the most 

classic, tried-and-true methods is oil-film flow visualization. While really an assortment of 

methods, as most reported studies have their own experimental recipes [58], the object is 

always the same—visualize the skin-friction lines on the surface. Lu [59] comments on the 

variation among studies by noting that it is difficult to suggest a single approach as facilities 

and applications vary and that experimental trial-and-error appears to be the best approach. 

Thus, there are numerous sources for experiments both utilizing this method and discussing 

its theory and application [58,60–62] 

Many variations of oil-film surface flow visualization were tried in this study, the 

most useful being a combination of two approaches: the kerosene and titanium dioxide 

approach combined with the aviation oil and kerosene approach. This was inspired by a 

recently-developed method from NASA Langley [52] where they used aviation oil, 

kerosene, and nanosized fumed silica particles. The final recipe used here consists of: 
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(67%) kerosene, (20%) w100 aviation oil, (12%) titanium dioxide and (1%) oleic acid, all 

combined by weight and applied to the surface by lightly brushing. Aviation oil fluoresces 

under ultraviolet (UV) light, leaving luminous flow patterns on the surface. It was found 

that the titanium dioxide, with the addition of oleic acid to prevent clumping, aids the 

aviation oil by enhancing the surface skin friction lines.  

The basic theory is that when a light coating of the mixture is applied to the surface 

and a shear is applied by running the wind tunnel, the kerosene acts as a carrier agent and 

allows the aviation oil and titanium dioxide to flow along the surface. The air flow 

accelerates the evaporation of kerosene, which ultimately leaves behind the titanium 

dioxide powder and aviation oil. Since the layer of oil on the surface is thin, it retains the 

surface flow pattern with plenty of time to stop the tunnel, apply a UV light, and photograph 

the final steady-state results. 

The procedure used in the oil-film surface flow visualization studies was as follows. 

First, the ramp surface was cleaned to remove any residue. Next, a flexible, adhesive-

backed measuring tape was placed over the centerline pressure ports. This serves as a 

fiducial marker and prevents the oil mixture from clogging the ports. The oil mixture was 

then thoroughly mixed to keep the titanium dioxide particles from sinking to the bottom. 

A thin coat of this mixture was brushed on surface. After this, the removable window was 

bolted in place and wind tunnel was quickly turned on to the desired speed of Mach 0.2. In 

most cases, the test duration was approximately 30-60 minutes, which allowed most of the 

kerosene to evaporate. After stopping, the window was removed and a custom UV light 

booth, shown in Figure 2.20-b, was placed above the ramp. Finally, multiple photographs 

were acquired using a Canon Rebel t6 camera featuring a resolution of 5184 x 3456 pixels. 
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Figure 2.20 Photographs of the diffuser mounted video camera (a) and the 

UV light fixture installed and illuminating the surface flow (b) 

In some of the surface flow visualization studies, a video camera was placed in the 

test section to record the development of the surface flow patterns. This camera was a 5-

megapixel, HD lipstick camera provided by CCTV Camera Pros and featured a CMOS 

image sensor and a 3.6 mm wide angle lens. The camera was mounted to the central section 

of the diffuser cruciform, as shown in Figure 2.20.a.  
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CHAPTER 3:  

BOUNDARY CONDITIONS 

The adequate documentation of boundary conditions is one of the important factors 

that governs the usability of an experimental data set for comparison with CFD. This 

chapter aims to provide complete documentation of flow conditions that encompass this 

set of experiments. First, the basic test conditions are given. The geometry that defines 

each flow separation case is then introduced. Next, the mean surface pressure 

measurements are presented, both in their streamwise and spanwise spatial coordinates. 

After this, surface skin friction measurements, acquired at select streamwise locations, are 

presented. The incoming boundary layer and turbulence profiles are then presented and 

compared to a classical data set. Finally, the sidewall boundary layer and turbulence 

intensity profiles are shown and used to examine the uniformity of the incoming flow. 

What can be considered an additional boundary condition, the surface flow visualization, 

will receive special consideration and thus is presented in the next chapter. 

3.1 Operating Conditions 

The laboratory test conditions were recorded for each test at least once per day; 

these included ambient temperature, pressure, and relative humidity. All the experiments 

described in this work were conducted at Mach 0.2, corresponding to a freestream speed 

of approximately 70 m/s, unless otherwise specified. This speed was chosen so that 
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compressible flow solvers could be used to simulate the flow field without the need for 

low-speed preconditioning. While the Mach number was fixed at 0.2, there was some 

minor variation in the freestream velocity due to increasing tunnel temperatures. This is 

easily seen in the definition of the Mach number as 

                                             

𝑀∞ = 
𝑈∞

√𝛾𝑅𝑇
     (3. 1) 

 

where γ is the specific heat ratio and R is the gas constant, both for air, and taken as 1.4 

and 287.05 [J/(kg*K)] respectively. With the typical variations in tunnel temperature, T, 

the freestream velocity, U∞, varied up to 0.5 – 1 m/s depending on the test configuration 

and run time. The details of the temperature variation and its impact on the freestream 

velocity are given in Appendix C. The Reynolds number was based off the ramp height, H 

= 0.2 [m], and is given as  

                                             

𝑅𝑒𝐻 = 
𝑈∞𝐻

𝜈
 ≈ 8.4 × 105    (3. 2) 

 

where U∞ is the freestream velocity recorded with the pitot tube and ν is kinematic viscosity 

of air. The density, ρ [kg⁄m3], was calculated as a function of pressure temperature and 

relative humidity using Jones’s formula [57] 

                      

𝜌 =  
0.0034848

𝑇+273.15
(𝑃 − 0.0037960 ∗ RH ∗ Ps)     (3. 3) 
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where P is the atmospheric pressure [Pa], T is the temperature [C], RH is the relative 

humidity [%], and Ps is the saturated water vapor pressure. Teten’s formula was used to 

calculate the saturated water vapor pressure as 

                      

𝑃𝑠 =  611 × 10(
7.5T

𝑇+237.3
)    (3. 4) 

 

The dynamic viscosity was calculated using Sutherland’s law [63] with three coefficients 

which has the form 

    

𝜇 =  μ0 (
𝑇

𝑇0 
)

3

2
(
𝑇0+𝑆

𝑇+𝑆
)    (3. 5) 

 

where T is the temperature [K], μ0 = 1.7894×10-5 [kg⁄(m*s]) is a reference viscosity, T0 = 

273.11 [K] is a reference temperature, and the Sutherland constant S = 110.56 [K] is the 

effective temperature. The kinematic viscosity is related to the dynamic viscosity and 

density as 

 

𝜈 =  
𝜇

𝜌
    (3. 6) 

 

and has units of [m2/s]. 
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3.2 Ceiling Configuration of Separation Cases A, B, and C 

One of the primary goals of this work is to produce a set of three smooth-body flow, 

benchmark validation experiments, where the important flow features develop over the 

same geometric boundary. These cases include a larger-scale separation case, a smaller-

scale separation case, and an attached flow case, where the scale of the separation refers to 

the streamwise extent of the mean separation region in relation to the length of the ramp 

geometry. In Chapter 7, the mean separation extents will be shown to be approximately 

39%, 24%, and 0% of the ramp length for the three cases listed, respectively. Additionally, 

Deck [16] would classify these separation cases as belonging to the family of massively 

separated flows since the initial boundary layer thickness to ramp height ratio, 
𝛿99

𝐻
, is on 

the order 0.1.  

The geometry, (described in Chapter 2) consisting of the boundary layer 

development plate and the smooth-body ramp, remained identical for all experiments. The 

desired variation in the three data sets was achieved by varying the streamwise adverse 

pressure gradient (APG), which in turn was imposed by differing the position of the flexible 

ceiling. A wide range of ceiling positions were examined and their respective streamwise 

pressure distributions recorded. These results, in conjunction with preliminary surface flow 

visualization and LDV measurements, were used to select three different ceiling positions, 

which were, in turn, chosen to best produce the desired large- and small-scale separation 

cases and a fully attached flow case (designated as Cases A, B, and C, respectively). The 

larger-scale separation case, Case A, represents the largest streamwise separation extent 

that can be achieved with reattachment still occurring within the optical access window. 

For all these cases, a semi-linear variation in ceiling position was maintained over the ramp 
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region, with an approximate downward ceiling tilt angle, α, of 3.2º, 5.6º, and 7.7° for Cases 

A, B, and C, respectively. The ceiling configurations corresponding to these three test cases 

are shown in Figure 3.1, with the detailed position data provided in Appendix A.5. 

Upstream from the ramp, the ceiling geometry is approximately identical for the three 

separation cases, with the variation beginning at the start of the ramp, X = 0. 

 

Figure 3.1 Illustration of ceiling configurations of separation cases A and B, and of 

attached flow case C 

3.3 Surface Pressure Measurements 

The streamwise pressure coefficient and pressure coefficient gradient distributions 

along the centerline are shown in Figure 3.2. Due to the upper ceiling contour at the inlet, 

there is a favorable pressure gradient over the first part of the boundary layer development 

plate followed by a nominally zero pressure gradient region, common to all cases. The 

location X = -0.56 m was originally selected to define the inflow conditions and is the 

location where the LDV profiles for this experiment begin; however, due to geometric 

constraints on obtaining hot-wire measurements, the location X = -0.678 m was 

subsequently selected as the initial condition and is where the recorded inflow boundary 
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layers and skin friction measurements begin. In all cases there is a favorable pressure 

gradient near the ramp’s leading edge which is followed by a strong adverse pressure 

gradient commencing near X = 0.2 m. Around X = 0.5 m the pressure gradient flattens, 

roughly corresponding to separation, and then remains mildly adverse over the rest of the 

ramp and test section. 

 

Figure 3.2 Centerline static pressure coefficient distributions for Cases A, B, and C. 

Note that closed symbols represent the pressure coefficient distribution and open 

symbols represent the pressure coefficient gradient distribution. 

Spanwise pressure measurements were made at seven streamwise locations on and 

just downstream of the ramp geometry. At each of these locations, five pressure taps, 

covering approximately the central third of the span, were used to record and analyze the 

uniformity of the flow. If any significant variation in spanwise pressure was observed, the 

side-to-side ceiling positioning was reexamined and adjusted to eliminate this behavior. 

Figure 3.3 shows the spanwise pressure distributions for Cases A, B, and C. All appear to 

be quite flat without a significant spanwise pressure gradient. However, it is noted by 

Jenkins et al. [48] that without further flow visualization, a spanwise pressure distribution 

similar to the distribution measured here could easily be interpreted to represent uniform, 
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two-dimensional flow. When, in fact, it will be shown in Chapter 4 that this is not the case. 

Additionally, the small spanwise pressure gradient and pressure minima and maxima will 

be shown to correspond well with the observed surface flow features. 

 

Figure 3.3 Spanwise pressure coefficient distributions for Cases A, B, and C. 

Note that the uncertainty in the measurements is on the order of the symbol size. 

3.4 Surface Skin Friction Measurements 

Skin friction measurements make up one of the important data components 

necessary for the validation of off-design RANS simulations [64]. Furthermore, in the 

initial presentation of this work, many researchers voiced their desire for the inclusion of 

such skin friction measurements. While much of the surface flow over the ramp is three-

dimensional, and hence it would be very difficult to accurately measure skin friction, where 

possible, measurements were acquired via the oil-film interferometry (OFI) method.  These 

measurement regions include three streamwise locations, X = -0.678 m, X = 0.007 m, and 

X = 0.907 m, and were chosen because they exhibit no surface curvature and experience 
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relatively spanwise uniform flow. They include the turbulent boundary layer initial 

condition, the condition at the start of the ramp, and condition at the end of the ramp, 

respectively. All reported measurements were made within Z = ±0.05 m of the tunnel 

centerline and are reported in the form of the skin friction coefficient defined as 

                                              

𝐶𝑓 = 
𝜏𝑤

1

2
𝜌𝑈∞

2
(3. 7) 

 

The results, including 95% confidence intervals, are reported in Table 3.1 below. 

 From the initial condition to the start of the ramp, all three cases have approximately 

the same skin friction coefficients, considering the given uncertainty. At the end of the 

ramp, X = 0.907 m, the skin friction coefficient increases monotonically from Cases A to 

C. As will be shown in the following chapters, this agrees well with the surface flow 

patterns and the LDV flow field measurements. This location represents the beginning of 

the recovery region for Case A, so the skin friction has just started to increase from its prior 

negative and zero values, whereas for Case C, the flow is attached, indicating that the skin 

friction never quite dropped to zero.  
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TABLE 3.1 

SKIN FRICTION COEFFICIENT MEASUREMENTS 

 X = -0.678 [m] X = 0.007 [m] X = 0.907 [m] 

Case A 0.00235 ± 0.00016 0.00268 ± 0.00019 0.00019 ± 0.00002 

Case B 0.00229 ± 0.00017 0.00272 ± 0.00020 0.00055 ± 0.00005 

Case C 0.00241 ± 0.00020 0.00241 ± 0.00020 0.00084 ± 0.00007 

3.5 Incoming Boundary Layer Profiles 

3.5.1 Development Plate 

The incoming boundary layers for all test cases were measured using hot-wire 

anemometry. The profiles were acquired along the boundary layer development plate at a 

streamwise position of X = -0.678 m and along the tunnel centerline, Z = 0 m. Figure 3.4 

shows these mean velocity profiles plotted using outer variable scaling. Since the pressure 

and pressure gradient distribution(s) are almost identical along the development plate 

leading up to the location where the boundary layer profiles are taken, the profiles would 

be expected to follow the same trend. Upon comparison, the mean profiles show excellent 

agreement between cases, as well as with the canonical ZPG boundary layer data of 

Klebanoff [65], taken at 𝑅𝑒𝜃 ≈ 7,000. Also included in Figure 3.4 is a preliminary mean 

velocity profile acquired along the tunnel centerline, Z = 0 m, at X = -0.56 m using hot-

wire anemometry. This profile, acquired during the initial risk reduction testing phase, 

confirms that there is no noticeable change in the outer variable scaled mean velocity 
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profile between the original initial condition, X = -0.56 m, and the new initial condition 

located roughly 12 cm upstream at X = -0.678 m. 

 

Figure 3.4 Boundary layer profiles acquired on the development plate 

at X = -0.678 m and scaled using outer variables for Cases A, B and 

C compared to both preliminary hot-wire data acquired at X = -0.56m 

and data from Klebanoff [65] 

In the near-wall region there is a slight variation between the cases, with Case C 

exhibiting a fuller profile than Case B and Case B exhibiting a fuller profile than Case A. 

This is demonstrated by the decrease in the shape factor from 1.30 to 1.17 for Cases A to 

C, respectively, Table 3.2. Regardless, the shape factors exhibited here are in the range 

expected of a near ZPG turbulent boundary layer, H = 1.3 – 1.4, with the lower values 

occurring because the boundary layer is subjected to a slight FPG just upstream from the 

hot-wire profile location. In addition, the spanwise uniformity of the flow was documented 
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via two off-center profiles taken at Z = ±0.2 m. This was only done for Case A, as the 

results, shown in Figure 3.4, exhibit excellent spanwise agreement. 

TABLE 3.2  

DEVELOPMENT PLATE BOUNDARY LAYER PARAMETERS 

Case X [m] Y [m] Z [m] Ue [m/s] δ99 [mm] θ [mm] δ* [mm] H 

A -0.678 0.352 0.000 69.22 16.59 2.20 2.87 1.30 

A -0.678 0.352 -0.200 69.22 17.09 2.31 2.98 1.29 

A -0.678 0.352 0.200 70.68 17.20 2.36 3.09 1.31 

B -0.678 0.352 0.000 68.61 15.85 2.82 3.43 1.21 

C -0.678 0.352 0.000 66.36 14.88 3.72 4.34 1.17 

PD1 -0.560 0.352 0.000 70.24 16.83 2.30 2.99 1.30 

 

The centerline mean profile, Z = 0 m, for Case A was also plotted in inner variable 

scaling, Figure 3.5. The inner variables are defined as 

 

𝑢+ = 
�̅�

𝑈𝜏

(3. 8) 

and 

𝑦+ = 
𝑦𝑈𝜏

𝜈
(3. 9) 

 

where the friction velocity, Uτ, is 

 

1 Here PD stands for preliminary data, acquired during the initial risk reduction phase using the 

same ceiling configuration over the development plate and a slightly different one downstream over the 

ramp. 
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𝑈𝜏 = √
𝜏𝑤

𝜌
 =  𝑈∞√

𝐶𝑓

2
       (3. 10) 

 

Figure 3.5 also includes the log-law defined as 

 

𝑢+ = 
1

𝜅
ln(𝑦+) + 𝐵 (3. 11) 

 

where 𝜅 is the von Karman constant, taken as 0.384, and B is an additive constant taken as 

4.17, the values suggested by Nagib and Chauhan [66] for ZPG TBLs. The skin friction 

coefficient used in calculating the friction velocity was determined via the Clauser method 

and found to be Cf = 0.00255. Initially the OFI measurement, Cf = 0.00235, was used; 

however, a slight bias was observed in the log region that upon further investigation was 

determined to be caused by a low skin friction coefficient. While the OFI skin friction 

coefficient measurement is low, it is only 8.5% below the Clauser determined measurement 

and only marginally, 1.6%, below the 95% confidence interval. The mean profile at X = -

0.678 m displays good log-law behavior and excellent agreement with both the preliminary 

hot-wire, and LDV mean velocity profiles, taken roughly 12 cm downstream at X = -0.56 

m.   



 

64 

 

Figure 3.5 Centerline hot-wire (HW) boundary layer profiles, plotted in 

inner variables, for Case A, X = -0.678 m, compared to both preliminary 

hot-wire, and LDV profiles acquired at X = -0.56 m 

While the mean hot-wire profiles agree well with the classical data of Klebanoff 

[65] and exhibit good log-law behavior, the turbulence intensity profiles only show partial 

agreement. Figure 3.6 shows the turbulence intensity profiles corresponding to the same 

data sets as the mean profiles shown in Figure 3.4. Over the central third of the boundary 

layer the agreement between the hot-wire data and the results of Klebanoff [65] is quite 

good; however, the near-wall peak is not observed and the freestream turbulence intensity 

is quite large, approaching 0.01. Nevertheless, the spanwise uniformity of the turbulence 

intensity is quite good and there is very little variation observed between flow cases. 
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Figure 3.6 Turbulence intensity profiles acquired via hot-wire 

anemometry on the development plate at X = -0.678 m with 

comparisons to the LDV data, X = -0.56 m, and Klebanoff [65] 

The high turbulence levels in the freestream could likely be associated with a 

number of factors including: the dramatic alternation of the test section due to a blockage 

of approximately 49%, imposition of the roughness strip only 0.52 m upstream of the 

profiles, and electrical signal noise in the hot-wire data acquisition. The low turbulence 

levels in the near wall region are more clearly shown when plotted using inner variable 

scaled turbulence intensity, as done in Figure 3.7. The figure shows that the inner peak of 

the hot-wire data is dramatically attenuated while the outer peak is pronounced as 

compared to the typical ZPG turbulent boundary layer such as Klebanoff [65].  
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Figure 3.7 Turbulence intensity profiles plotted in inner variables, 

for Case A with comparisons of: hot-wire (HW) located at X = -

0.678 m, LDV located at X = -0.56 m, Klebanoff [65], and the 

predicted turbulence peak magnitude calculated via Eqn. (3.14) 

from Hutchins et al. [67] 

To accurately classify this phenomenon we must examine the hot-wire parameters, 

including the viscous scaled wire length, l+, defined as: 

 

𝑙+ = 
𝑙𝑈𝜏

𝜈
      (3. 12) 

 

and the length to diameter ratio, 
𝑙

𝑑
, of the wire sensing element. Ligrani & Bradshaw [68] 

recommend that 𝑙+ < 20 and 
𝑙

𝑑
> 200 for accurate hot-wire measurements in turbulent 

boundary layers. The wire used in this study has an 
𝑙

𝑑
 ≈ 200, so the slender rod 

approximation is good and not expected to adversely affect the measurement; however, l+ 
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≈ 146 which is significantly higher than the recommended value. The effects of this large 

l+ likely manifest themselves in the form of spatial averaging over the span of the hot-wire 

sensor length, which in turn influences the shape and magnitude of the turbulence profiles. 

Hutchins et al. [67] provide a likely explanation for this phenomenon—suggesting 

that the attenuation of small scales due to a large viscous scaled wire length is responsible. 

Mathis et al. [69] explore this phenomenon further by decomposing the viscous scaled 

turbulence intensity into large-scale and small-scale components. The small-scale 

component is approximately independent of Reynolds numbers and contains the near-wall 

inner peak while the large-scale component increases in magnitude with increasing 

Reynolds number and contains the outer peak. Note that the Reynolds number referred to 

is the skin friction Reynolds number,  

 

𝑅𝑒𝜏 = 
𝛿𝑈𝜏

𝜈
 (3. 13) 

 

where Reτ ≈ 2,400 for the tests, conducted at Mach 0.2, which is just below the range 

examined by Mathis et al. [69]. Due to the large l+, the data shown here are expected to 

contain primarily the large-scale filtered component of the turbulence intensity. Comparing 

Figure 3.7 with the filtered data from Mathis et al. [69], the substantial agreement indicates 

that sensor filtering is likely the culprit.  

Additionally, Hutchins et al. [67] also provided a way to quantitatively compare the 

effects that l+ and Reτ have on the inner variable scaled turbulence peak by examining 

numerous studies and developing a nonlinear least squares regression fit to the available 

experimental data, which takes on the form 
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𝑢2̅̅ ̅

𝑈𝜏
2
|
𝑚

=  A log10(𝑅𝑒𝜏) − 𝐵𝑙+ − 𝐶 (
𝑙+

𝑅𝑒𝜏
) + 𝐷      (3. 14) 

 

where A = 1.0747, B = 0.0352, C = 23.0833, D = 4.8371, and the subscript m stands for 

the peak value. Our experimental data is just within the range of this function, 3 < l+ < 153 

and 316 < Reτ < 25,000, which predicts the inner variable scaled turbulence peak to be 2.0. 

This predicted value compares well to the observed inner peak value of 2.2 in Figure 3.7. 

Considering the experimental basis of this prediction equation (3.14), the substantial 

agreement provides additional evidence that sensor spatial filtering is the cause of the 

reported low near-wall turbulence values. 

While this demonstrates that the hot-wire data is attenuated due to the sensor size, 

the LDV measurements do not suffer in the same way. The turbulence intensity 

measurements acquired via LDV, shown in Figure 3.6 and Figure 3.7, agree with Klebanoff 

[65] and the outer unaffected region of the hot-wire measurements. Although they are not 

without their own problems, as they suffer from poor near-wall resolution, low sample size 

approaching the freestream, and enhanced freestream turbulence levels, they do manage to 

capture more of the near-wall turbulence peak. Again, this provides supporting evidence 

that the incoming boundary layer features all the aspects typical of a near ZPG TBL. 

3.5.2 Sidewalls 

Documentation of the sidewall boundary layer profiles is important for accurately 

modeling the flow using CFD. Nonetheless, this is one of the features that is often 

overlooked in most experimental studies which prompted the acquisition of multiple 

sidewall boundary layer profiles in this study to best characterize the flow and highlight 
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the symmetry. Sidewall boundary layer profiles were acquired using hot-wire anemometry 

at the same streamwise location, X = -0.678 m, that was used on the development plate for 

all three test cases. Figure 3.8 presents a schematic highlighting the location of each profile, 

designated by the nearest surface starting point given in the form of the coordinate triple 

[X, Y, Z].  

 

Figure 3.8 Test section cross-sectional view, oriented looking 

upstream, highlighting the starting locations of the development 

plate and sidewall boundary layer profiles acquired using hot-wire 

anemometry. All profiles shown here are located at X = -0.678 m 

with the coordinate [Y, Z] pair denoting each profile location.  
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Figure 3.9 presents the boundary layer profiles for the sidewall locations given in 

Figure 3.8. For all cases, profiles located 24.8 cm above the development plate, Y = 0.600 

m, are included on both inner and outer loop sidewalls, with Case A including an additional 

profile closer to the development plate on each sidewall. In general, there is agreement 

among the profiles taken at Y = 0.600 m with excellent side-to-side symmetry. Similar to 

the development plate profiles, the one noticeable variation among the profiles is the slight 

loss in momentum transitioning from Cases A to C. This is evident because the momentum 

thickness increases more than the displacement thickness, equating to a slight drop in the 

shape factor from H = 1.27 to H = 1.17 from Cases A to C. This is more apparent in Table 

3.3, which includes all the relevant boundary layer parameters for the profiles presented in  

Figure 3.9. 
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Figure 3.9 Sidewall boundary layer profiles, scaled using outer 

variables, for all three test cases using both hot-wire anemometry 

(HW) and pitot-tube (PT) measurements. Note that the legend 

provides the surface starting point for each profile given in [X,Y,Z] 

coordinates, with circle and diamond symbols representing the wind 

tunnel outer and inner loops respectively. 

For Case A, additional sidewall boundary layer profiles were acquired downstream 

from the initial condition location to check the symmetry as the boundary layer developed. 

These profiles, shown in Figure 3.9, were located at X = -0.0904 m, approximately 9 cm 

before the start of the ramp, and acquired using a small boundary layer probe. The figure 

shows that the flow is still developing symmetrically here, with the profiles agreeing well 

with one another, and depicts little change in profile shape compared to the upstream 

boundary layers. Over this 59 cm stretch, the sidewall boundary layers grow approximately 

50% in thickness, increasing from about 17 cm to 26 cm as shown in Table 3.3. 
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TABLE 3.3  

BOUNDARY LAYER PARAMETERS  

Case X [m] Y [m] Z [m] Ue [m/s] δ99 [mm] θ [mm] δ* [mm] H 

A -0.678 0.400 -0.457 69.20 19.26 2.20 2.84 1.29 

A -0.678 0.600 -0.457 67.83 16.61 2.48 3.14 1.27 

A -0.678 0.600 0.457 67.93 17.03 2.35 3.01 1.28 

A -0.678 0.454 0.457 68.58 17.26 3.03 3.76 1.24 

A -0.090 0.457 0.457 71.59 24.78 2.67 3.48 1.30 

A -0.090 0.406 -0.457 71.99 26.90 2.85 3.72 1.30 

B -0.678 0.600 -0.457 71.34 16.58 3.72 4.47 1.20 

B -0.678 0.600 0.457 65.19 16.19 3.09 3.73 1.21 

C -0.678 0.600 -0.457 70.65 15.67 5.71 6.70 1.17 

C -0.678 0.600 0.457 71.70 16.06 4.82 5.65 1.17 

 

The turbulence intensity profiles, corresponding to the mean profiles presented in 

Figure 3.9, are given in Figure 3.10. The near-wall turbulence peak shows excellent 

symmetry and overlap among cases and aligns well with development plate profiles, 

although it suffers from the same hot-wire sensor spanwise filtering effect described for 

the development plate profiles; i.e. the peak levels near the wall are underrepresented. The 

outer region shows good side-to-side symmetry as well, with sequentially increasing 

turbulence levels from Cases A to C. 
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Figure 3.10 Sidewall turbulence intensity profiles, scaled using outer 

variables, for all three test cases using hot-wire anemometry (HW). 

Note that the legend provides the surface starting point for each profile 

given in [X,Y,Z] coordinates, with circle and diamond symbols 

representing the wind tunnel outer and inner loops respectively. 
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CHAPTER 4:  

SURFACE FLOW CHARACTERISTICS 

Some of the earliest studies of turbulent flow date back to the time of Leonardo da 

Vinci. These studies came in the form of the careful observation of flows in nature and 

were recorded using detailed sketches that highlight the nature and scale of the observable 

flow structures. Remarkably, over 500 years later, a variation of this form of study is still 

useful to understand fluid motion and give the researcher a global view. It is the modern 

equivalent of this form of observation that will be utilized and discussed here. The primary 

goal of this chapter is to give a visual depiction of the time mean surface flow on the ramp 

that will enhance understanding of measurements presented throughout the rest of this 

work. 

Oil-film flow visualization was used to provide an initial assessment of the surface 

flow pattern including qualitative information regarding separation, reattachment and 

overall spanwise flow uniformity. The surface flow topography is presented for all three 

separation cases, using images acquired via oil-film flow visualization. Topological flow 

features in the form of singular points are identified throughout these images as they will 

be used in the following chapter to construct surface flow topological maps of the 

separation and reattachment regions. Due to the nature of the three-dimensional separation 

patterns, a lengthy review is presented on their apparent ubiquity in cases involving 
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smooth-body flow separation. Finally, the chapter concludes with a discussion of the ramp 

aspect ratio and how that contributes to the three-dimensionality of the separation structure. 

4.1 Surface Flow Topography 

It is useful to distinguish between topography and topology, as these terms will be 

frequently used throughout this chapter and the next. The surface flow topography is the 

surface flow pattern observed over the ramp via the application of oil-film flow 

visualization. It presents the relationship between surface flow features, including their 

respective sizes and positions. Topology, which will be discussed in detail in Chapter 5, 

primarily differs from topography in that while the topography is concerned with the flow 

features, including size, strength and their respective locations to one another, topology is 

only concerned with the connections between features. Topology is a subset of 

mathematics concerned with spatial properties that are preserved under continuous 

deformations of objects. Hence a topographical map/pattern could be thought of as what is 

physically observed in an experiment, whereas a topological map is a mathematical 

description of that topographical map (and likely many others) that need not be drawn to 

scale.  

Throughout this chapter, the topographical flow features/structures will frequently 

be identified using terms such as vortical structure. Since the goal of the following chapter 

is to present and discuss the flow topology, the equivalent topological terminology used to 

describe these features will be given. Here a vortical structure would equate to a 

topological singular/critical point of a focus (an inward or outward spiraling node). In 

surface topology there are saddle points (the flow entering on one axis and departing on 

another) and nodes (the flow entering or departing from both axes). A focus is a type of 
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node. In the terminology used here, “S” will stand for a saddle point, “F” for a focus, and 

“N” for a node, with the number following identifying which particular feature is being 

discussed, e.g. S1 stands for saddle point 1. 

4.1.1 Case A – Larger-Scale Separation 

Here we will describe in detail the topography of the surface flow pattern for the 

large-scale separation case, Case A. The global surface flow visualization, consisting of 

the pattern of skin-friction lines, is presented in Figure 4.1. The surface flow pattern is 

clearly dominated by the presence of two large, symmetric, counter-rotating vortical 

structures in the central region of the ramp and a spanwise uniform reattachment location 

farther downstream; together they extend over approximately 50% of the ramp surface. 

The surface flow pattern over the majority of the ramp is inherently three-dimensional. The 

flow approaching the ramp from the boundary layer development plate is two-dimensional 

in nature, except very near the sidewalls where the presence of the boundary layer retards 

the flow. Once the flow starts to pass over the ramp, the presence of the adverse pressure 

gradient and/or wall curvature begins to morph the flow into a seemingly complex three-

dimensional structure that exhibits a considerable degree of side-to-side symmetry with 

respect to the spanwise center plane. 
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Figure 4.1 Global surface flow visualization for Case A, with four interrogations 

regions highlighted. Incoming flow is from right to left. 

Due to the large spatial extent of the ramp geometry and the detailed surface flow 

features, four interrogation regions will be presented in more detail and described 

separately before a global analysis of the entire ramp surface will be presented. View 1 of 

Figure 4.1 is highlighted in Figure 4.2. This figure presents the surface detail of the 

separation structure and surrounding smaller-scale flow topography on the far side (inner 

loop side) of the wind tunnel. Note that there are two prominent saddle points. Along the 

centerline, the flow is drawn toward saddle point 1 (S1), whereas the flow nearer the 

sidewall is drawn toward saddle point 3 (S3). Both saddle points then divert the flow into 

the central focus 2 (F2), where the flow must lift off of the surface due to the Helmholtz 

vorticity theorem (i.e. a vortex tube cannot end within a fluid). The line dividing the 

upstream region from the downstream region, shown as the yellow dashed line, is known 

as the global line of separation. The line of separation forms the base of the stream surface, 
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which is called a dividing surface [70], where the flow detaches from the ramp. This 

dividing surface extends into the flow and advects downstream. 

 

Figure 4.2 View 1, from Figure 4.1, with the yellow dashed line indicating 

separation and the orange dashed line showing how the near sidewall flow is 

topologically isolated from the central flow separation. Incoming flow is from top 

to bottom. 

Nearer the tunnel sidewall, there are a number of smaller scale structures (also 

connected to the dividing surface just mentioned); two appear to be the counter-rotating 

foci, F4 and F5, which are bounded by two saddle points, S6 and S7, which are very near 

the sidewall. The farthest upstream saddle point, S6, appears to be the source of the sidewall 

separation. Its extent is limited by S3 as the skin-friction lines that were moving away from 

the sidewall are diverted back and around F4. 

As was the case in View 1, shown in Figure 4.2, View 2, shown in Figure 4.3, 

presents the separation topography occurring on the near side (wind tunnel outer loop). 
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Despite some small near-wall differences, globally, the centerline symmetry is very good. 

What is apparent from images taken on both sides of the tunnel centerline is that the 

sidewall separation, emanating from S6 and S16, is topologically isolated from F2 and F12 

by S3 and S13; hence, from a skin-friction line point of view, the sidewall flow does not 

directly influence the central separation structures. This indicates that sidewall separation 

is not the main cause of the formation of vortical structures on the ramp. Instead, any direct 

influence the sidewall boundary layers have on the central vortical structures is limited to 

the area farther upstream, prior to the location where boundary layer separation occurs. 

While sidewall separation does not directly cause the central vortical structures, it does 

indirectly affect them. This modulating effect of the sidewall flow on the central flow will 

be discussed in Chapter 6. 
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Figure 4.3 View 2, Figure 4.1, with the yellow dashed line indicating separation 

and the orange dashed line showing how the near sidewall flow is topologically 

isolated from the central flow separation. Incoming flow is from top to bottom. 

The reattachment region, which is highlighted in Views 3 and 4, is shown in Figure 

4.4. While the separation region is three-dimensional, the reattachment is, in contrast, quite 

two-dimensional. This is highlighted by the red dashed line. Central reattachment initiates 

at node N22, which acts as a source, feeding in all directions with an almost pure crossflow 

component along the reattachment line. Just up or downstream of this line there is still a 

major crossflow component that appears to vary slightly with spanwise location, indicating 

some limited degree of three-dimensionality. As the flow approaches the near wall, it is 

redirected by saddle point S21, after which point the crossflow component changes 

direction. Another near-sidewall nodal source, N20, feeds into S21 as well as into the 

upstream focus F15. Note that due to the nearly perfect symmetry, the far wall topography 

is not presented here. 
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Figure 4.4 Close up views of the reattachment in the central ramp region (View 4) 

and near the wind tunnel outer loop sidewall (View 3). Incoming flow in both 

images is from right to left. 

All the surface flow images shown in Figure 4.1, Views 1-4, were taken as part of 

a single wind tunnel run. Later, flow visualization was conducted on each sidewall to 

individually capture the associated topological features there. Close-up photographs were 

taken in-situ, as well as with the window insert removed. Figure 4.5 shows the surface flow 

visualization on the wind tunnel outer loop sidewall and highlights both the sidewall 

juncture flow separation and sidewall reattachment. Figure 4.5.b, shows the initiation of 

separation from both the ramp surface and sidewall juncture. Both lines of separation 

initiate from saddle point S16 (see Figure 4.3) and terminate into foci F14 and F18. It is 

likely that in the flow above the surface, F14 and F18 are connected by the same stream 

surface spiraling into their cores. In essence, one vortex curves and impinges on the surface 

leaving “footprints”, F14 and F18, on the ramp and sidewall. Saddle point S17, which was 

not visible in Figure 4.3, is located on the sidewall. It is connected to F14, which was 

determined in additional flow visualization experiments that are not shown here. 
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Figure 4.5 (a) Surface flow visualization on the ramp surface and wind tunnel outer 

loop sidewall, (b) with close up views highlighting the sidewall juncture flow 

separation and (c) sidewall reattachment. Incoming flow is from left to right in all 

images. 
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Figure 4.5.c highlights the reattachment region. The reattachment line on the 

surface of the ramp passes through N20, as also seen in Figure 4.4, and then leads up the 

sidewall surface into saddle point S19. Looking closely, one can see many reattached 

source lines leaving node N20 and heading upstream before being diverted back 

downstream by saddle point S19. This saddle point is the last singular point in the 

reattachment line and divides the separated flow, which heads upstream into F15 (see 

Figure 4.3) from the reattached flow, which heads downstream.  

For this experiment to be well-suited for a benchmark CFD validation study, the 

repeatability of the previously described surface flow is a primary concern. To ensure a 

high degree of repeatability, numerous individual flow visualization runs were conducted 

each time the experimental setup was reinstalled or altered. Furthermore, many flow 

visualization techniques were implemented, utilizing varied solution fluid viscosities. This 

was done to minimize the effect of pressure/gravitational forces and to capture the best 

representation of the actual surface flow pattern which is important for revealing the 

underlying topological features of the surface flow. 

One such variation in method was to use two solutions that would illuminate in 

different colors under UV lighting. The base solution, which illuminated light in a blue 

color, was the same aviation oil solution described in Chapter 2, while a different solution 

consisting of kerosene, silicone oil and UV leak detection dye, illuminated light in a bright 

green color. The primary advantage of using two different colored solutions was that the 

distinction of the various flow regions could be emphasized in more detail. For example, 

the reattachment of the flow is highly two-dimensional and repeatable. To highlight this, 

Figure 4.6 shows a test run where the blue solution was placed in the separated flow region 
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and the green solution was placed just downstream from the reattachment region. After 

approximately an hour of run time, the wind tunnel was stopped and the results were 

photographed. Remarkably, there is almost no mixing of the two solutions, thereby 

indicating the temporal stability of the flow reattachment pattern. Where the blue dye is 

placed, almost all the flow is reversed, characteristic of the separation region. In contrast, 

where the green dye is placed, all the flow is directed downstream, characteristic of 

attached flow. The only region where mixing occurs is on the far side where the 

reattachment line is biased slightly upstream from where the blue dye was placed and hence 

the flow diverted by S21 can be clearly seen heading downstream.  

 

Figure 4.6 Two-dimensionality of the reattachment region, captured using two 

different UV illuminating surface flow solutions. Note that incoming flow is from 

left to right in both images. 
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The oil-film flow visualization is a very sensitive diagnostic tool. The dramatic 

mixing of the blue dye near S21 shows just how much surface movement in the fluid 

occurs. Furthermore, this mixing is only apparent since the blue dye was initially applied 

just over the reattachment line, highlighting just how remarkably spanwise uniform the 

reattached flow is. One possible physical explanation for this strong two-dimensionality is 

that the embedded free shear layer (discussed in detail in Chapter 8) exhibits such rapid 

spatial growth that any effect of spanwise variation in upstream separation location 

becomes largely irrelevant by the reattachment location. 

The previously described surface flow separation pattern was very repeatable run-

to-run. However, unlike reattachment, the separation process seems to be quite sensitive to 

upstream flow conditions. Due to this sensitivity, great care was necessary in the test 

section installation process to ensure that the flow conditions did not change. Additional 

work discussing the sensitivity of the surface flow patterns will be presented in the 

following chapter. 

4.1.2 Case B – Smaller-Scale Separation 

The global surface flow visualization for the small-scale separation case is shown 

in Figure 4.7. This image also includes flow visualization of the far sidewall. Many of the 

topological features of this case are quite similar to those occurring in the large-scale 

separation case and therefore will not be discussed in detail. Instead, the focus of this 

section will highlight the important similarities and differences between these two cases. 

The primary vortical flow patterns in the central region are still prominent, remain 

spanwise symmetric, and exhibit a significant degree of three-dimensionality. 
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Figure 4.7 Global surface flow visualization for the small-scale separation, Case B, 

highlighting two viewing regions to be analyzed in greater detail. The incoming 

flow is from right to left. 

Figure 4.8 shows a detailed view of the topological features within View 1 of  

Figure 4.7. The topography and topology of the global line of separation are approximately 

the same here as they were in Case A. The most notable difference is in the topology of the 

reattachment line where an extra pair of singular points, saddle point S23 and node N24, 

are present. Both of these features terminate in focus F5 and do not appear to affect the 

two-dimensionality of the reattachment line. Centerline symmetry is also maintained with 

the addition of an extra pair of singular points, saddle point S25 and node N26, on the near 

side reattachment line, as shown in Figure 4.9, View 2. This near side view also highlights 

the improved centerline symmetry in the global line of separation, as compared to Case A. 

Here saddle point S13 is located farther from the sidewall, balancing the centerline 

symmetry with saddle point S3 (Figure 4.8). In light of this, Views 1 and 2 show the distinct 

central flow leading into saddle points S3 and S13 (the orange dashed lines) demonstrating 
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that the central three-dimensional flow separation pattern is isolated from the sidewall 

separation. 

 

Figure 4.8 View 1, from Figure 4.7, highlighting the topological features on the far 

side (wind tunnel inner loop) with yellow dashed lines indicating separation, orange 

dashed lines showing the isolation of the near sidewall flow from the central flow 

separation, and red dashed lines indicating reattachment. The incoming flow is from 

right to left. 
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Figure 4.9 View 2, from Figure 4.7, highlighting the topological features on the 

near side (wind tunnel outer loop) with yellow dashed lines indicating separation, 

orange dashed lines showing how the near sidewall flow is topologically isolated 

from the central flow separation, and magenta dashed lines indicating reattachment. 

The incoming flow is from right to left. 

4.1.3 Case C – Attached Flow 

The global surface flow pattern for the attached flow case, Case C, is shown in 

Figure 4.10. This is the simplest of the three cases because the only surface flow features 

remaining are due to the sidewall flow separation. In the central region of the ramp, the 

flow remains attached, in the mean sense, with a strong degree of side-to-side symmetry 

present. However, while the flow remains attached here, there is still evidence of a 

component of crossflow, directed from the central region of the ramp surface toward the 

tunnel sidewalls. Near both sidewalls, pockets of separation appear in the form of two 

saddle-foci pairs, one on each side.  
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Figure 4.10 Global surface flow visualization for the attached flow, Case C, 

highlighting the symmetric pockets of sidewall separation that remain. The 

incoming flow is from top to bottom. 

4.2 Commonality of the Surface Flow Patterns 

Through the presentation of the surface flow topography above, it is readily 

apparent that while reattachment is two-dimensional, the flow does not undergo a two-

dimensional separation process. Instead, separation occurs via a symmetric pair of three-

dimensional vortical structures. It would be easy to suspect that the three-dimensional 

surface flow observed in this study was just the result of an abnormality in the experimental 

testing conditions; however, this is unlikely. We must ask: how common is this type of 

three-dimensional flow separation? Furthermore, if this flow pattern is a common 

occurrence, is there a way to make it more two-dimensional? The remainder of the chapter 

will address these questions. 

Many studies utilizing flow over smooth-body backward facing ramp geometries 

have reported some form of three-dimensional flow phenomena. One of the most 

widespread smooth-body backward facing ramp geometries is the Stratford ramp. 
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Originally proposed by Stratford in a series of papers [49,71] in the 1950s, the Stratford 

ramp is a geometry intended to produce incipient separation along its entire length, thereby 

yielding zero skin friction, while achieving a given pressure rise in the shortest distance 

possible. Given these potential benefits, much interest has been devoted to its study. At the 

time of Stratford’s initial experiments, secondary flow effects were a concern. While no 

surface flow visualization results were reported in the experiments, numerous 

modifications to the incoming boundary layer and sidewall conditions were made, though 

final accepted conditions still only provided an estimated spanwise uniformity of 40% of 

the central region.  

As a point of clarification, there are two uses of the term “Stratford ramp” widely 

adopted in literature. The first use of the term is: a classification of geometry that yields a 

particular result, i.e. the geometry a flexible floor or ceiling exhibits when the flow is held 

at the verge of separation along its entire length. In this case, the ramp geometry is 

dependent on the flow and therefore a byproduct of it.2 The second use of the term is: a 

geometry that is similar in form to the one used in Stratford’s original experiment. Due to 

differing wind tunnel geometries and experimental conditions, in this instance, the flow is 

not necessarily on the verge of separation but may undergo a separated region. In the 

second definition, the ramp geometry is set, and the flow is a byproduct of it. In either case, 

most Stratford ramps take on very similar forms that fall under the classification of smooth-

body backward facing ramp, although some have attached flows and some have separated 

flows.   

 

2 The Stratford ramp concept extends the experimental geometry to that of a flat plate, with an 

opposing wall employed to create the necessary pressure gradient. This will not be addressed, as its 

geometry is not a smooth backward facing ramp and therefore does not possess surface curvature. 
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Starting in the late 1990s two groups from the University of Arizona conducted 

experimental [50] and computational [54,55] studies using Stratford ramp geometries on 

the verge of separation, which the authors claim as the first comprehensive studies of their 

kind. In their experimental work, Elsberry et al. [50] indicate the problem of sidewall 

interference prematurely separating the boundary layer. While not shown with surface flow 

visualization, a satisfactory two-dimensional flow was only achieved with the application 

of the sidewall suction devices, installed at the start of each side of ramp to remove the 

boundary layer. Following these experiments, direct numerical simulations (DNS), 

conducted by Zhang and Fasel [54], made “a first ever attempt to numerically capture the 

physics of the Stratford ramp flow”. Instantaneous contours, show that spanwise vortical 

structures (“rollers”) are formed which advect and grow downstream, corresponding to the 

emergence of a shear layer. More importantly, by analyzing the spanwise cross-sectional 

time-averaged contours of spanwise vorticity and velocity on the concave portion of the 

ramp they noted the existence of a pair of streamwise counter-rotating (longitudinal) 

vortices whose strength and size grows in the downstream direction which they likened to 

Görtler vortices. While there was some experimental evidence of these structures based 

upon spanwise correlations, they remark that no flow visualization was conducted in cross-

sectional planes, making a direct comparison not possible. 

Shortly thereafter, in 2001, Fasel et al. [55] conducted additional studies, consisting 

of DNS, LES, and two-and-three-dimensional RANS codes, that were deemed necessary, 

as all of the prior studies had “unexplained differences” between the simulations and 

experiments, leaving the authors to conclude that the simulations were missing an 

additional piece of physics, present in the experiments. For example, using the same ramp 
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geometry and APG as that of the experiments [50], led to massive flow separation in the 

simulations. This required the researchers to alter the ramp profile in the simulations in 

order to maintain attached flow. The authors also postulated that longitudinal vortices may 

have been present in the experiments and functioned to keep the flow attached. While the 

work was not finished at the time of their report, the published results that were shown 

“provide strong evidence that dominant coherent structures, both two-dimensional and 

three-dimensional, are present [on] a Stratford ramp flow” [55]. 

Not long after these studies were conducted at the University of Arizona,  Stratford 

ramp geometries were utilized (without attribution) by Jenkins et al. [48], Kumar [51,72], 

and Kumar and Alvi [73,74] for experiments utilizing flow control to reduce the extent of 

the separation region and examine control authority. In all of these cases, their work 

differed slightly from that of Stratford and the Arizona Groups in that they did not regulate 

the pressure gradient over the ramp to ensure incipient separation, but instead used the 

ramp’s shape to produce a separating and reattaching flow—the second use of the term 

Stratford ramp—similar to the work conducted here. 

When conducting their baseline flow visualization, Jenkins et al. [48] observed the 

formation of two large vortical structures that they attribute to the interaction of the 

sidewall boundary layer with the adverse pressure gradient, see Figure 4.11.c. They state 

that: 

The vortical structures are similar to what might be expected from 

secondary flow and vortex liftoff in a duct, so no attempt was made 

to control the vortices for this investigation. Rather, it was thought 

that the challenges of the strong vortical flow field would provide a 

better indication of how the flow control devices would work in a 

realistic inlet configuration. It should be noted that the vortices are 

highly unsteady and appear to have a trajectory that departs from the 

surface of the ramp and extends downstream in the tunnel. [48] 
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Additionally, they point out that the spanwise pressure distribution along the central region 

of the ramp is quite uniform and that by solely examining this piece of information one 

could easily misinterpret the flow to be two-dimensional. 

 

Figure 4.11 Comparison of the baseline surface flow visualization of 

Jenkins et al. [48] (c), and Koklu and Owens [52] (b), utilizing the same 

Stratford ramp geometry, (a), in both studies  

Kumar’s work [51,72], which focused on controlling separation using microjets, 

examined flow over a ceiling mounted Stratford ramp. The initial work was conducted on 

a ramp without sidewalls [72,73]. Water based paints were used to visualize the surface 

flow both with and without flow control. Kumar states that the flow pattern is similar to 

that of the owl face of the first kind3 and “shows a trapped separation bubble, generated due 

 

3 The name owl structure was coined by Fairlie [75] and later became owl face.  
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to the ramp surface curvature” [73]. Secondary flow is also observed near the edge of the 

ramp, but its effect on the flow and its nature is still unknown, and Kumar states that the 

lack of sidewalls may be responsible. He also cites Jenkins et al. [48] as observing a similar 

flow pattern with bounded sidewalls. The observed three-dimensionality also extended into 

the flow, as planar PIV taken at 0.1 span off-center showed a larger bubble size compared 

to PIV taken on the centerline. Further studies [51,74] were conducted with the addition of 

sidewalls, to simulate the flow in inlet ducts, and with an adjustable pivot angle of the 

ramp, effectively changing the streamwise APG. Kumar’s illustrations and description of 

the surface flow visualization indicate that there was very little change in the flow pattern 

from these adjustments. 

More recently, Koklu [33,76] and Koklu and Owens [52] continued the work of 

Jenkins et al. [48] at NASA Langley. Using a newly improved surface oil flow visualization 

technique that was developed during that project, they also observe the formation of what 

they call two large corner vortices—the same ones observed by Jenkins and labelled as 

spiral nodes in Figure 4.11.b—and cite their occurrences in similar problems such as 

juncture and endwall flows. Furthermore, they considered the separation of the “corner 

vortices” as unrelated to the main flow and made no attempt to control them, fearing that 

they might hinder the actuator performance. They summarize by saying that “[a]lthough 

the control of the corner vortex was also important and attracted much interest due to its 

potential to improve the performance of a system, the control of these corner vortices was 

deemed beyond the scope of this study” [52].  

The type of three-dimensional flow separation observed in this study on the ND 

ramp is not limited only to Stratford ramp geometries. Other non-Stratford ramp geometries 
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feature similar separation characteristics. These include the smooth backward facing ramp 

geometry studied by Gardarin et al. [53], a two-dimensional bump with leeward separation 

studied by IMP Gdansk, as described in Délery [77], and serpentine inlet ducts, or S-ducts, 

studied by Anderson et al. [78].  

All the work discussed thus far indicates that the three-dimensional flow separation 

observed on the ND ramp is not unique to the experiment or test conditions. Rather, it is a 

commonly observed result, likely due to the geometry and flow conditions. It is also 

important to note that not all studies conducted on two-dimensional geometries of this type 

have reported three-dimensional flow effects. Debien et al. [46] conducted experiments on 

a set of two slightly different ramp geometries: one with a sharp leading edge and one with 

a rounded leading edge. In both configurations, no three-dimensional flow effects were 

mentioned, and the flow was reported using two-dimensional terminology. Other similar 

studies include that of Schatzman and Thomas [56] who investigated unsteady separation 

on a rounded backward facing ramp, and Lin [79] who conducted extensive passive and 

active flow control experiments on a rounded backward facing step. These studies also 

reported no three-dimensional flow effects. As will be discussed in the next section, in the 

cases of both Debien et al. [46] and Lin [79], the aspect ratios are likely a significant factor 

in the flows being reported as two-dimensional.  

4.3 Aspect Ratio Effects on Smooth-Body Flow Separation 

It is common to try to produce a two-dimensional flow separation for experimental 

study because it dramatically simplifies the fluid flow problem. It was initially sought after 

in this study and will likely be the intended focus of many future studies; however, for 

smooth-body backward facing ramp geometries this “two-dimensionality” is, as 
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demonstrated above, the exception and not the rule. To examine this further, the aspect 

ratio of the studies presented in the last section, as well as preliminary CFD simulations of 

the ND ramp, will be compared to see how the flow features scale with the geometry. 

Many of the geometries discussed in the last section are very similar to one another. 

In order to gauge just how similar these geometries are, they are scaled and plotted in 

Figure 4.12. Here symbols are used to indicate that the geometry was not explicitly given, 

via either analytical or tabular means, and had to be digitized from images at discrete 

points. The coordinates are scaled, with their aspect ratio maintained, to match the leading 

edge and height of the ramp geometry studied here, referred to as the ND Ramp. The figure 

shows that most of the geometries are remarkably similar in profile. All, except that of Lin, 

possess a convex region upstream and a concave region downstream.  



 

97 

 

Figure 4.12 Comparison of the Notre Dame (ND) ramp profile to that 

of similar studied ramp geometries. All geometries were scaled to 

match the height of the ND ramp, with their respective aspect ratios 

maintained. Note that symbols are used when the geometry was not 

adequately defined and had to be digitized from images. 

Other than the common two-dimensional profile of the geometries, the main 

defining physical feature exhibited by the studies examined here is the aspect ratio, or the 

ratio of the length-to-width-to-height (L/W/H). The approximate ramp aspect ratios of 

these studies are shown in Table 4.1 Most of the geometries in question have similar aspect 

ratios of, L/H ~ 3 - 5. The ratio of length-to-height (L/H) has significant impact on the 

streamwise pressure gradient, influencing the occurrence and extent of separation. 
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TABLE 4.1  

ASPECT RATIO COMPARISON 

Ramp Geometry Aspect Ratio: L/W/H Notes 

ND Ramp 4.5 / 4.6 / 1 Actual 

Koklu [76] 5.3 / 5.0 / 1 Actual 

Kumar [72] 4.8 / 4.3 / 1 Actual 

Elsberry [50] 2.7 / 2.0 / 1 Estimated 

Schatzman [56] 3.0 / 3.6 / 1 Estimated 

Gardarin [53] 2.6 / 1.4 / 1 Estimated 

Stratford [49] 6.4 / 1.3 / 1 Estimated 

Lin [79] 3.3 / 18.7 / 1 Actual 

Debien [46] 4.7 / 20.0 / 1 Actual 

 

The ratio of length-to-width (L/W) is believed to affect the spanwise uniformity of 

the flow. If L/W << 1, the flow is expected to be uniform, with the secondary flow effects 

limited to the sidewall regions. However, when L/W ~ 1 it is uncertain whether the flow 

will exhibit a significant region of spanwise uniformity or strong three-dimensional flow. 

Of the geometries examined, most fall in the range of L/W ~ 1. The studies that differ, on 

opposite accounts, are (1) that of Stratford [49], who willfully admits the high aspect ratio 

as an “embarrassing feature of the design”, and (2) that of Debien et al. [46] and Lin [79], 

whose low aspect ratios are due to a uniquely wide, 2 m, test section and a small ramp 

length, respectively. Since the ND ramp shares a common aspect ratio with these 

experiments as well as similar flow separation patterns, this begs the question—Do these 

flow separation patterns scale with the ramp aspect ratio? 

To examine this question further, 3D-RANS simulations were conducted at the 

University of Notre Dame [80]. The simulations utilized the SA-RC turbulence model and 

were conducted on three different scaled versions of the ND ramp, all having the same 

adverse pressure gradient. The scaling was such that the L/H ratio was fixed at 4.5 and 
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three ramps of different heights, H, H/2, and H/4, were simulated. In effect, this increases 

the spanwise width of the ramp. The simulation results, shown in Figure 4.13, should only 

be interpreted qualitatively. The main vortical structures seen here in the full-scale 

simulation are similar to those observed in the ND experiments, so changes in the general 

surface flow pattern simulated should be indicative of the experiment. The results 

demonstrate that the secondary flow structures scale with the height or, equivalently, the 

length, of the ramp. This provides supporting evidence that to achieve a spanwise uniform 

flow, the width of the ramp must be significantly longer than its length, L/W << 1, with 

increased spanwise uniformity resulting as L/W decreases. 

For practical reasons, it is difficult to have an aspect ratio of L/W << 1 while 

maintaining a sufficiently large ramp length so as to provide sufficient spatial resolution. 

Since the width of a wind tunnel is fixed, only the length of the ramp can vary, and most 

wind tunnels don’t have the width necessary to accommodate sufficiently large ramp 

lengths. While the length of the ramp could be reduced, this would severely limit the spatial 

resolution of any data taken, hence the commonality of high aspect ratios in these 

experiments. Additionally, reducing the ramp length in order to increase the width has the 

effect of reducing the ramp height, since L/H should be constant. The ratio of the ramp 

height, H, to local boundary layer thickness, δ, defines the category of flow separation [16], 

so simply reducing H would change the significance of the boundary layer in the separation 

process. 
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Figure 4.13 Effect of aspect ratio, L/W/H, on the spanwise 

extent of secondary flow structures. The simulation was 

conducted at the University of Notre Dame by Wang and 

Zhou [80] and utilized 3D-RANS simulations with the SA-

RC turbulence model. 

The evidence presented indicates that the uniformity of the flow scales with the 

aspect ratio of the geometry; however, it does not suggest that the flow becomes two-

dimensional. In fact, it appears that the primary separation structure does not depend on 

the ramp aspect ratio, but instead remains unchanged. While future studies could adjust 

the ramp aspect ratio to produce more uniform flow, unless an axisymmetric geometry is 

used under careful application of a uniform flow with low blockage ratio, true two-
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dimensional separation is unlikely to occur. Despite the three-dimensional separation, the 

current geometry (with the given aspect ratio) is still a very useful one to study as a 

benchmark CFD experiment. It is not only common to both wind tunnel tests and practical 

applications, but also likely captures physics ignored by only examining the central, 

uniform region of a lower aspect ratio, L/W, flow. Furthermore, the aforementioned studies 

highlight that our understanding of the vortical separation structures is limited. Therefore, 

the following chapter will examine the ND ramp flow separation via topological analysis 

to both provide a better understanding of the flow field and characterize the structure of the 

separation patterns. 
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CHAPTER 5:  

FLOW TOPOLOGY 

Having documented the surface flow topography, attention can now be given to the 

corresponding flow topology—the underlying structure of the flow separation. First, the 

topological flow features, in the form of singular points, that were identified in the flow 

visualization images in the last chapter are used herein to construct surface flow topological 

maps of the entire separation and reattachment region. Attention is then given to the larger-

scale separation case, Case A, to construct a mathematically plausible off-surface flow 

field, which is fully consistent with the available flow field data. The central features of 

the separation topology are shown to contain so-called owl-face surface flow patterns 

which are ubiquitous in fluid dynamics. Furthermore, it is proposed that the owl-face 

patterns are frequently part of larger topological structures, which are dubbed the 

“generalized owl-face patterns”. Finally, the chapter concludes with a discussion of this 

generalized three-dimensional separation topology and its comparison to two-dimensional 

flows. 

5.1 Overview of Separation Topology 

As briefly introduced in the last chapter, topology primarily differs from 

topography in that, while the topography is concerned with the flow features, including 

size, strength and location(s) respective to one another, topology is only concerned with 
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the connections between features. Topology follows a set of rules that constrain the 

reconstruction of the surface flow patterns and clarify the possible structures (connections 

of singular points) a flow can take. Once these structures are understood topologically, 

proper design may be used to enhance or attenuate select features, in the topographical 

sense, by knowing which features, if any, are sensitive to small geometric perturbations. 

Here we briefly lay the groundwork of the surface flow topology. 

In three-dimensional flows, there are two vector components of local wall shear 

stress. They are only both uniquely zero at the singular points, not uniform spanwise lines 

on the surface as would be expected for two-dimensional flow. Three-dimensional, steady 

flow separation is usually viewed from the lens of dynamical systems theory. The basic 

framework is the analysis of the pattern of skin-friction lines, which is termed the phase 

portrait of the surface shear-stress vector by Tobak and Peak [70], who adopt the 

terminology from Andronov [81]. The surface skin-friction lines are the limit of the 

streamlines as the flow approaches the surface and, as such, they have the same 

characteristics, that the flow must be locally tangent to them. Each unique, regular point 

on the surface lies on one skin-friction line and follows one distinct path. This characteristic 

only breaks down at certain special points, called singular points4, where multiple input 

and output paths are possible, hence the interest in their identification. 

There are two primary types of singular points, the node (N) and saddle point (S), 

with the node also taking the form of a focus (F) or center (C). Any of these singular points 

can take on an attachment or separation form. For example, a node of separation or 

 

4 Singular points, also frequently called critical points, are locations on the surface where the 

magnitude of the local skin friction vector vanishes, and its direction is undefined. The terminology 

singular point will be used here. 
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attachment would behave as a sink or source respectively. An illustration of these singular 

points is shown in Figure 5.1. The singular points stem from an eigenvalue problem formed 

from the local wall shear stress vector [70,77,81,82] and are instrumental in understanding 

the phase portrait or surface skin-friction lines. The unique connection between singular 

points is called the topological structure and can be used to map out the surface flow field 

and distinguish one flow pattern from another.  

 

Figure 5.1 Singular point classifications based off of their 

mathematical description stemming from the negative trace and 

determinant of the Jacobian formed from the wall shear stress 

vector. 
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Using the information gleaned from the topographical images presented in the last 

chapter, a sketch of the global flow topology can be created. It is well known that this is a 

difficult task [83] and one quite prone to error. However, every effort was made to 

accurately capture all the flow features and their singular points. As Hunt et al. [84] puts 

it, “one of the main reasons for classifying the zero-shear-stress or singular points in 

topological terms as nodes and saddle points is because there is a relation between the 

number of nodes and the number [of] saddles.” This relation, which comes from the 

Poincaré-Bendixson theorem [70,84], takes many forms with the most common being 

 

∑ −
𝑁

∑ =
𝑠

 2 (5. 1) 

 

where N is a node (including foci) and S is a saddle point. It is colloquially known simply 

as the summation rule and states that there must be two more nodes than saddle points. A 

more useful form of the summation rule is derived when Equation (5.1) is modified for a 

three-dimensional body (B) and plane surface (P) in a wind tunnel. This occurs by treating 

the upstream flow as emanating from a source and the downstream flow terminating in a 

sink. When this source and sink are accounted for the following form is reached: 

 

(∑ −∑ )𝑃+𝐵 = 0 
𝑆

 
𝑁

(5. 2) 

 

Here the body (B) represent the given geometry, which is connected to the wind tunnel 

interior walls, the plane surface (P), without any gaps. This is the form commonly used in 



 

106 

wind tunnel surface flows and states that the number of saddle points must equal the 

number of nodes. 

While equations (5.1-5.2) are only valid along surface skin-friction lines, Hunt et 

al. [84] develop(s) a form of the summation rule that can be applied to streamlines via 

planar slices of the flow. For a two-dimensional streamwise or cross-sectional slice, singly 

connected, Equation (5.2) takes the form 

 

(∑ +
1

2
∑ ) − (∑ +

1

2
∑ ) = 0 

𝑆′
 

𝑆
 

𝑁′
 

𝑁
(5. 3) 

 

where N is a node (including foci), S is a saddle point, and primes indicate half-nodes or 

saddle points bound with a surface. An example of half-saddle points bound with the 

surface are S1 and N22, as shown in the following section in Figure 5.3.  

When using these equations to validate a possible flow field, care must be taken. 

Because complete isolation of the body is rare, wind tunnel experiments must account for 

the model, support, test section walls, etc. [77]. While this is not practically feasible, if it 

is assumed that all singular points occur on the ramp surface and adjacent wind tunnel 

sidewalls, and any other singular points occur in offsetting pairs (a reasonable assumption), 

equations (5.2-5.3) can be readily applied. If the appropriate equation is satisfied, the map 

is a possible solution to the flow field. If it does not hold, there is an error in either the 

identified singular points or their connectivity, or there is missing information. Keep in 

mind that satisfying equations (5.2-5.3) does not guarantee that the proposed map correctly 

portrays the flow, only that it is a mathematically viable solution. In other words, while 
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satisfying the summation rule does not confirm the flow pattern with certainty, it can very 

quickly rule out erroneous maps. 

5.2 Flow Topology 

5.2.1 Surface Flow Topology 

To create a topological map for Case A, the entire surface flow field was carefully 

inspected, and the flow features and their singular points were identified. This was then 

checked against Equation (5.2) to ensure that a valid number of singular points were 

identified. Subsequently, a connection between singular points was proposed that agreed 

with the surface flow visualization and the general consistency of flow direction in the 

vicinity of singular points. Once a valid map was proposed, it was checked with additional 

surface flow visualization and close-up inspection of the singular points. This process was 

iterated until a satisfactory solution was reached. The final topological map for case A is 

shown in Figure 5.2. It contains 22 identifiable singular points on the ramp and sidewall 

surfaces—11 nodes and 11 saddle points.  

The topological surface map’s orientation is such that it starts at the leading edge 

of the ramp, spans partway up both wind tunnel sidewalls, and continues along the surface 

to the end of the ramp. For ease of comparison to the topographical images, the map is 

drawn roughly to the scale of the flow features. Note that while the topology is symmetric 

about the tunnel centerline, the topography of some of the flow features near the sidewalls 

varies slightly run-to-run; to represent this variation, some of the singular points at these 

locations were not drawn in a centerline symmetric fashion. The topological map shown in 
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Figure 5.2 provides a visual interpretation of the overall surface flow that previously was 

only available in fragmentary pieces in the surface flow visualization.   

 

Figure 5.2 Topological map (phase portrait) sketch of the flow for the large-scale 

separation case, Case A, roughly drawn to scale with the flow field topography 

presented in the previous chapter 

5.2.2 Off-Surface Flow Topology 

Analyzing the skin-friction lines on the surface via oil film patterns does not fully 

characterize the separation topology—one must examine the off-surface flow to form a 

more complete picture. Topological analysis provides a broad understanding of the off-

surface flow field. While there is no unique relationship between the surface flow pattern 

and the topology of the whole three-dimensional flow [85], some off-surface flow 

information can be inferred from the skin-friction patterns. One such example is the flow 
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along the tunnel centerline plane that includes separation, via saddle point S1, and 

reattachment, via node N22, both of which can be seen in Figure 5.2. Chapman and Yates 

[86] point out that whenever a saddle point and node of opposite type are formed from a 

bifurcation (as is the case here), an isolated singular point appears in the flow above the 

surface. This singular point is depicted as focus F27 in Figure 5.3, which shows streamlines 

taken in a wall-normal plane along the ramp centerline for Cases A, B and C. Here the flow 

separates from S1 and wraps its way around the newly discussed singular point, F27. 

Downstream from this point, the flow reattaches at N22. 
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Figure 5.3 Streamwise slice of the centerline flow topology for Cases A, 

B, and C, highlighting the process leading to the inverse saddle node 

bifurcation that yields attached flow for Case C 

In Figure 5.3, S1 and N22 are the same singular points identified in the surface 

topology for Case A, as shown in Figure 5.2; however, along this plane they are both half-

saddle points. The “half” distinction is due to their being joined with the ramp surface, 

while node N22 is now technically a saddle point5 since flow enters on one axis (the 

freestream) and departs along another (the ramp surface). This proposed topology satisfies 

the summation rule (Equation 5.3) for a streamwise slice with two half-saddle points and 

 

5 Node N22 is technically a saddle point in the three-dimensional sense (in fluid flows there are no 

sources or sinks due to continuity), as the flow enters from above along the y-axis, and departs along the x-

z-plane; however, when viewed in x-z-plane it is considered a node for topological analysis. For more 

information on three-dimensional singular points see [87,88].  
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one node in the form of a focus. While the formation of a center instead of a focus is 

possible, this is not likely in practice, as it is a singular case rooted in the limit of two-

dimensional separation and would present an example of an unstable saddle-point-to-

saddle-point connection. As for stability, F27 must be stable and spiral inward as drawn 

above. Physically, it consists of spanwise vorticity, created by the shearing at the wall. The 

flow, separating from the surface via S1, travels along an inward spiraling plane and out 

through the central vortex core, F27, that is likely twisted to form a horseshoe vortex 

terminating downstream.  

Also depicted in Figure 5.3 is the variation in centerline flow with ceiling 

configuration. Although it cannot happen in situ, lowering the ceiling from Case B to C, 

causes S1 and N22 to undergo an inverse saddle-node bifurcation, eliminating F27 and 

with it the separation region. Here the bifurcation parameter can be thought of as the wind 

tunnel ceiling position (i.e. the streamwise pressure gradient).  

With this picture in mind, attention is now given to the other major flow features 

shown in Figure 5.2 as they depart from the surface. This will be examined from the 

perspective of the larger-scale separation case, Case A. As mentioned earlier, foci F2 and 

F12 detach from the surface and advect downstream. These foci possess the same sign of 

rotation as the freestream singular point vortex, F27, as it wraps around and advects 

downstream, indicating a high likelihood of the vortex cores intertwining and eventually 

merging with one another. Figure 5.4 illustrates what this would look like for Case A. As 

these spiraling vortical structures travel downstream, their impact on the surface must be 

consistent with the surface flow patterns seen earlier. In its wrapping around, the central 

foci, F27, depicted in Figure 5.4, leaves surface flow lines that eminate from N22. These 
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lines travel 1) upstream toward S1, 2) obliquely toward F2, S3, F5, F12, S13, and F15 as 

the central separation structure undergoes a 90 degree bend, and 3) in crossflow toward 

S11 and S21. This pattern is clearly evident in the surface topography, Figure 4.1, and 

corresponding topology, Figure 5.2, shedding new light on these features.  

In close relation to the developing flow depicted in Figure 5.4, another off-surface 

flow slice that can be examined and pieced together via topological arguments is the 

crossflow plane at reattachment. The topology map of Figure 5.2 shows the existence of 

five singular points along the reattachment line. The pattern of these singular points 

consists of alternating nodes of attachment and saddle points, i.e. N10, S11, N22, S21, and 

N20. It is worth pointing out that this pattern is reminiscent of two-dimensional flow, in 

which separation and reattachment occur along singular lines consisting of repeating 

patterns of alternating saddle points and nodes in the limit as their separation tends to zero 

(i.e. they are infinitesimally close to one another). While this limiting situation never 

actually occurs, flows that are typically considered two-dimensional contain this repeating 

pattern. Axisymmetric flows are an example of this [21,89]. The observation of this pattern 

here provides support to the earlier claim that the reattachment region is quasi-two-

dimensional.  
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Figure 5.4 Illustration of the off-surface separating flow for Case A as it 

advects downstream with blue lines representing the surface flow, red 

lines representing the dividing line of separation as it departs from the 

surface, and purple lines representing the central separation region 

Figure 5.5 (below) provides a sketch of what the streamline flow topology may 

look like in the crossflow reattachment plane. While there is no unique off-surface topology 

for a given surface topology, the large features (vortices/foci) that are prevalent in this flow 

are of interest. Figure 5.5 shows how the foci of Figure 5.4 are likely to be stretched or 

squeezed based on the surface topology at reattachment. To quantify this mean crossflow, 

select LDV measurements were acquired at the end of ramp, X = 0.9 m, which is slightly 

downstream of reattachment. While the LDV system used in this study can only measure 

two components of velocity, overlapping measurements acquired at separate oblique 

angles allowed the mean crossflow component of velocity, W, to be determined. This 

procedure is outlined in Wicks et al. [90] and uses the same LDV system. However, due to 
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significant laser reflections and adverse optical effects associated with large incidence 

angles, only limited data could be collected at the two spanwise locations Z = -0.13 m and 

Z = -0.26 m. The centerline data shown in Figure 5.5.b only contains the mean V-

component of velocity with the mean W-component assumed zero given the symmetry of 

the flow. 

 

Figure 5.5 Sketch of the expected topology of the flow taken at reattachment 

(a), and mean velocity acquired via LDV at X = 0.9 m highlighting crossflow 

(b). Note that in the given velocity data only the V-component was available at 

z = 0, with a symmetry assumption yielding W = 0. 

Comparing the LDV data in the top portion of Figure 5.5 with the topology sketch 

in the lower portion, we see that the illustrated sketch is quite reasonable. The profiles at Z 

= -0.13 m and Z = -0.26 m are consistent and highlight the presence of the detached vortical 

structure F12. One should also keep in mind that the locations of the flow features in the 

sketch are only qualitative (the actual y-location is not known), so the features could be 

stretched or shifted. The vortex core of the recirculation region, F27a and F27b, is likely 

very near the ramp surface, below the available LDV data which starts 26 mm above the 
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surface. The magnitude of the crossflow velocity is highlighted more clearly in Figure 5.6. 

At the location nearest the wall, 26 mm above the surface, the crossflow velocity is still 

quite significant. At (X, Y, Z)6 = (0.9 m, 0.178 m, -0.26 m) the velocity vector is (U, V, W) 

= (13.2 m/s, -2.0 m/s, -4.7 m/s) indicating the crossflow angle (the angle of the mean flow 

relative to downstream) is approximately 20 degrees, with the crossflow magnitude being 

approximately 35% of the streamwise flow. The data shown here support the off-surface 

flow field interpretation provided in Figure 5.5.a. However, they also indicate that, while 

the reattachment line is uniform and may be thought of as quasi-two-dimensional, there is 

significant crossflow observed on the surface that extends into the flow field, hence 

limiting the two-dimensionality assumption. 

 

6 At this streamwise location, Y = y + 0.152 [m], so for y = 0.026 m, Y = 0.178 m. 
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Figure 5.6 Mean flow profiles of the streamwise, U, wall-

normal, V, and spanwise, W, components of velocity 

acquired at X = 0.9 m and Z = -0.26 m. Note that the wall-

normal coordinate, y, is in local coordinates while the 

profile location is defined is global coordinates. 

5.3 The Owl-Face Patterns 

5.3.1 The Four Types of Owl-Face Patterns 

The commonality of the surface flow patterns observed in the experiments was 

discussed in the Chapter 4, with emphasis placed on the flow topography. The topological 

structure that provides the framework for this surface flow topography is even more 

ubiquitous. Looking at the core topological structure of Figure 5.2, the connection of S1-

F2-S3-N22 and its symmetric side (S1-F12-S13-N22), a recognizable pattern can be 

identified. This pattern forms what is known as an owl-face pattern of the fourth kind. 

There are at least four types of owl-face patterns (referred to here as OFP) which are 

outlined in Perry and Hornung [91] and sketched here in Figure 5.7. The authors state that 

these patterns are created by vorticity departing from the wall and being carried into the 

freestream. Since the vorticity is highly concentrated along the vortex cores, the authors 
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claim that these surface patterns can be generated via an application of the Biot-Savart law 

with the bulk flow being largely predicted by the vortex cores. They go on to demonstrate 

this theory by recreating these patterns using the electromagnetic analogy, generating 

magnetic fields using current flowing through carefully positioned wires. Following this 

work, Chong and Perry [92] were able to numerically generate many of these OFPs using 

local Taylor series expansion solutions of the Navier-Stokes equations. 

 

Figure 5.7 Topological structures of owl face patterns of the first (a), second (b), third 

(c), and fourth (d) kinds as defined by Perry and Hornung [91] 

What is interesting about the OFPs is their apparent ubiquity in flows over both 

two- and three-dimensional geometries. While nicely labeled and classified by Perry and 

Hornung [91], the owl-face pattern was first identified by Fairlie [75] for its visual 

resemblance to an owl’s face. He states that the owl structure, or some variation thereof, 

appears in flows from many different physical geometries ranging from bodies of 

revolution at incidence [his work], to nominally two-dimensional airfoils, shallow bell-

shaped hills and nominally two-dimensional diffusers [the case here] and “seems to be one 

of the most commonly occurring structures to be found in three-dimensional separations” 

[75]. In addition to the physical geometries just listed, in the last chapter the core 

topological structure of a Stratford ramp flow was also linked to the OFPs [73], and a 



 

118 

literature search reveals that the OFPs have also been found in the wake of cylinders in 

shallow water [93] and flows over whale tubercles [94]. Even recent experimental work 

[25,40] conducted on three-dimensional hill shaped geometries aimed at CFD validation 

produced flow with OFPs of the first and second kind, although not identified as such. 

It should also be recognized that the OFPs do not always occur in the isolated 

structures defined by Perry and Hornung [91]. In fact, re-examining Fairlie’s work [75] in 

which he identified the owl structure, provides an example of this. The topography and 

topology provided by Fairlie, Figure 5.8, highlights the flow patterns he observed on a 

prolate spheroid at 5° angle of incidence. Looking closely, one can identify both OFPs of 

the first (flank) and fourth (leeward and windward) kinds. Figure 5.8.c also depicts the 

synthesized version of the topology, where the top and bottom saddle-node pair are the 

same, repeated for clarity. 
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Figure 5.8 Synthesized version (c) of the topography (a) and topology (b) of the 

surface flow over Fairlie’s [75] prolate spheroid at 5° angle of incidence 

Another example of OFPs appearing as part of a larger structure can be identified 

in the experiments conducted by Wickens [95]. His work was conducted on a slender 

rectangular wing at 20° angle of attack. In fact, since this work was prior to Fairlie’s, it 

may be one of the studies that Fairlie had in mind, although no formal citation was given. 

Tobak and Peake [96] later analyzed the topology of Wickens’ slender wing with the hope 

of understanding the flow topology near the leading edge of slender delta wings. Their half-

span topological analysis is shown in Figure 5.9.b. The redrawn “synthesized” topology, 

including the full span, is presented in Figure 5.9.c. In the synthesized form, it is evident 

that the central region forms the OFP of the first kind. Furthermore, both Fairlie’s and 

Wickens’ cases highlight that while individual OFPs can often be identified, they are often 

part of a larger, more generalized structure. 
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Figure 5.9 Synthesized version (c) of the topography (a) and topology (b) of the surface 

flow over the leeward side of Wickens’ [95] slender rectangular wing at 20° angle of 

attack, with the topology interpretation of (b) taken from Tobak and Peake [96] 

What it is important to note about these experimental studies is that they both occur 

at angles of incidence, which in the case of Fairlie [75] yielded asymmetric flow conditions, 

even though the geometry was axisymmetric. In addition to the streamwise APG, there was 

also a spanwise pressure gradient (due to the angle of incidence) that provided the driving 

force for the crossflow and ultimately the initial impetus for the formation of the three-

dimensional separation via the OFPs. Analyzing the work of Gildersleeve and Rumsey [39] 

provides evidence that an angle of incidence, or some other perturbation, is necessary to 

produce separation via OFPs. They used an axisymmetric geometry, defined in Disotell 

and Rumsey [15], consisting of a 5th order polynomial defined similarly to the one used on 

the ND ramp geometry. Their experiments, which had no incidence angle, exhibited 

uniform two-dimensional separation. Only a few untripped cases, with slow tunnel startup 

conditions, provided the necessary conditions for the three-dimensional OFPs to form. 

5.3.2 Simplified Surface Flow Topology 

While many authors have recognized the OFPs in their own work, some to their 

own astonishment [93], few have tried to explain why this pattern forms so frequently. As 
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a steppingstone toward that goal, we will examine the OFPs in more detail to show that 

they are often part of a larger, simplistic structure. Since a topological map is only 

concerned with the connections between features, not their locations relative to one 

another, the map in Figure 5.2 can be drawn in a manner that is easier to visually interpret.7 

Figure 5.10 shows the same topological map as Figure 5.2, simplified to highlight the 

distinct separation and reattachment structures. This is equivalent to taking the map of 

Figure 5.2 and unfolding and stretching it out while maintaining all the connections 

between flow features. In other words, the topology of Figure 5.10 is identical to that of 

Figure 5.2. Only the topography has been changed. The figure clearly presents a repeating 

pattern of saddle points and foci for separation, as well as nodes and saddle points for 

reattachment. This repeating pattern, regardless of the number of saddle/foci and 

node/saddle pairs, we will label as a generalized owl-face pattern.  

 

7 As a caveat, this redrawing hinges on a proper interpretation of the connections between flow 

features, otherwise in the initial drawing is flawed, any error will be exaggerated. 
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Figure 5.10 An equivalent redrawing of the topological map in Figure 5.2 

highlighting the separation and reattachment regions which together form (what we 

label) a “generalized owl face pattern” 

Using the method just described, topological maps for Cases B and C can be 

constructed, as shown in Figure 5.11 and Figure 5.12, respectively. As mentioned in the 

last chapter, the only topological difference between Cases A and B is the addition of node-

saddle-point pairs on each side of the reattachment line, N24, S23, S25, and N26 in Figure 

5.11. In terms of the generalized owl face pattern, this change has no real effect and the 

pattern of the core structure remains. What is really striking about the topological maps of 

Cases A and B is that the global line of separation can be unraveled so neatly and in such 

a simple manner! Thus, although the separation may be three-dimensional, its core 

structure is not complex. As for the attached flow case, Case C, its topology is the simplest 

of the three cases, featuring two owl-face patterns of the first kind with attached flow in 

between.  
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Figure 5.11 The topological map for Case B drawn in generic form highlighting the 

generalized owl face pattern. Note that the only differences between Case B and 

Case A are found on the reattachment line. 

 

Figure 5.12 The topological map for Case C drawn in generic form highlighting the 

generalized owl face pattern, now broken to yield two distinct owl-face patterns of 

the first kind, see Figure 5.7. 

All four of the OFPs listed by Perry and Hornung [91] can be identified in these 

generalized patterns by various inverse bifurcations or by only looking at select groupings, 

hence its generality. For example, let’s examine Case A shown in Figure 5.10. The OFP of 

the fourth kind was already identified as the grouping of S1-F2-S3-N22 and its symmetric 

side S1-F12-S13-N22. Looking at this same grouping, the transition from the OFP of the 

fourth kind to that of the third kind could take place via an inverse saddle node bifurcation 
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of S1 and N22. The OFP of the second kind is a little harder to see as it would require at 

least two sets of inverse bifurcations. One possible way this pattern could form is the 

merger and elimination of F12-S13 and F2-S3 which would leave the connection of F5-

S1-F15 with S11-N22-S21 forming the OFP of the second kind. While this may seem a 

little abstract, in a preliminary test utilizing passive flow control, discussed in the following 

chapter, the elimination of F12-S13 was observed, beginning the transition of the flow to 

an OFP of the second kind. Finally, the OFP of the first kind was already identified twice 

in Case C. 

5.3.3 Surface Flow Topology Comparison 

Just as the OFPs observed in Fairlie’s [75] and Wickens’ [95] studies were part of 

a larger structure, the OFP of the fourth kind observed in Case A is also part of a larger 

structure, shown above, which we have labelled the generalized OFP. Intriguingly, Figure 

5.13 shows that the topology observed in Fairlie’s [75] work is also contained within the 

structure of the generalized OFP observed for Case A. That is, S7-N10 and S17-N20 of 

Figure 5.10 would correspond to the top/bottom saddle-node pair shown in Figure 5.8. 

Furthermore, Figure 5.13, shows both the flow topologies of Case A and Fairlie’s spheroid; 

the difference between these two flows likely corresponds to the difference in conditions 

occurring between the two-dimensional and axisymmetric geometries. In other words, the 

extra saddle-foci pairs and corresponding nodes observed on the ramp surface are a result 

of the sidewall boundary condition, whereas the central structures are purely a result of the 

remaining driving forces: pressure gradient and surface curvature. This stems from the fact 

that Fairlie’s work was conducted on bodies of revolution at incidence, hence no sidewalls 

were present, only surface curvature and pressure gradient effects. Examining the topology 
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of the attached flow case, Case C in Figure 5.12, produces the same net result shown in 

Figure 5.13 when compared to the larger-scale separation case, Case A in Figure 5.10. 

Here, the difference in surface flow topology between these two cases also yields the exact 

same topological structure that forms on Fairlie’s axisymmetric geometry, Figure 5.13. 

Again, this also suggests that the separation structures observed in the attached flow case, 

Case C, are a result of the sidewalls. 

 

Figure 5.13 The surface topology map of Case A, Figure 5.10, highlighting the 

common topology of Fairlie’s [75] spheroid, Figure 5.8, and the attached flow case, 

Case C, Figure 5.12 

5.4 Generalized Separation Structure 

Thus far, evidence has been presented that suggests that the separation and 

reattachment structures occurring on the ramp are made up of repeating patterns of saddle 

points and foci for separation, alongside nodes and saddle points for reattachment, see 

Figure 5.10, Figure 5.11, and Figure 5.12. This simple, common structure warrants its own 

discussion here. 
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To reiterate, and expand upon a previous discussion, true two-dimensional flow 

separation does not exist in a three-dimensional world. What most researchers refer to 

when they speak of two-dimensional flow separation is a flow with homogeneous 

properties in the spanwise direction. Delery [77] explains that the topological form is a 

linear repeating pattern of saddle points and nodes whose proximity to one another 

increases with the extent of the two-dimensionality. Figure 5.14.a shows schematically 

what this two-dimensional separation structure would look like. Since there is a crossflow 

that alternates signs between adjacent nodes and saddle points, there is inevitably some 

non-homogeneity present, this is not truly two-dimensional. 

As for three-dimensional separation, recent work by Surana et al. [97] 

mathematically identifies that “only four types of locally unique separation lines are 

possible in physical fluid flows: (S1) saddle-spiral8 connections; (S2) saddle-node 

connections; (S3) saddle-limit cycle connections and (S4) limit cycles.” They go on to state 

that (S1) and (S2) are classified as closed separations and are often observed 

experimentally whereas (S3) and (S4) are open9 type separations that are uncommon and 

have not been documented experimentally. Generally speaking, if separation occurs on a 

line originating from a saddle point, it is called a global line of separation or closed 

separation, whereas if it does not originate from a saddle point it is called a local line of 

separation, open separation or crossflow separation [70,86,98]. What was just labelled as 

two-dimensional separation in Figure 5.14-a is a repeating pattern of (S2) separation. 

Likewise, what has been observed experimentally in the three-dimensional separation work 

 

8 Here the authors use the terminology spiral instead of foci although they are one in the same. 
9 Surana et al. [97] note that as defined, their use of the term open separation “differ[s] from 

common examples of open separation in that they admit unique separation lines and surfaces”. 
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presented in this chapter is a repeating pattern of (S1) separation, see Figure 5.14-b. When 

combined with the reattachment structure, it is what was previously identified as the 

generalized owl-face pattern. While many researchers have identified (S1) separation, to 

the author’s knowledge, no one has proposed this repeating chain of (S1) separation, see 

Figure 5.14-b, as a type of generic three-dimensional flow separation, as suggested here. 

 

Figure 5.14 Illustration of generic separation and reattachment 

structures as repeating patterns of either saddle/node or saddle/foci 

pairs 

The separation labeled as two-dimensional and three-dimensional in Figure 5.14 

refers to the “structure”, or topology, of the separation and not purely to the “flow”, or 

topography, itself. What is meant by this is the following: suppose the spatial extent of the 

singular point features was reduced and the singular points themselves became collinear 

with one another as well as perpendicular to the mean flow, as in in Figure 5.14 above. 

From a global topography (zoomed out) view, there would be virtually no noticeable 

difference in the flow properties for the two-dimensional and three-dimensional topology 
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cases as both would be approximately homogeneous in spanwise extent. Now suppose the 

singular points fall out of line with one another; without the described collinearity, the flow 

becomes non-homogeneous regardless of whether the separation structure is two-

dimensional or three-dimensional. This is depicted in Figure 5.15. In other words, flow 

separation can take on a relatively homogeneous or non-homogenous form regardless of 

the dimensionality of the flow topology structure; however, the two-dimensional form 

naturally adapts itself to a spanwise homogeneous flow, whereas the three-dimensional 

form naturally adapts itself to a spanwise non-homogeneous flow. The flow topology does 

not provide a physical explanation of what causes the flow to develop a given form, rather 

it provides a means of representing the forms that are observed and of designating other 

potential forms as either possible or impossible.  

 

Figure 5.15 Example of a non-homogeneous flow for both the two-

dimensional separation structure (a) and the three-dimensional 

separation structure (b) 
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While topologically analogous two-dimensional and three-dimensional separation 

structures appear in the flow, there are no topologically analogous reattachment structures. 

In all the flows examined in this work, the reattachment topology matched that of a two-

dimensional flow; reattachment initiated at nodes and terminated into saddle points. A 

review of available literature reveals many examples of the same form of reattachment, 

with only Tobak and Peake [70] mentioning of foci of attachment. They state that these 

foci exist in flows with either rotation of the flow or the geometry. So why don’t flows ever 

appear to reattach via unstable foci-saddle pairs? One intuitive answer is that vorticity is 

created in the shearing at the surface and transferred into the freestream and not vice versa. 

Attachment via an unstable focus would require a core of freestream streamwise vorticity 

to be bent towards and impact the surface, in a time-mean fashion, an event that is unlikely 

to occur in a non-rotating flow or geometry.  

5.5 Realized Separation Structures 

The generalized three-dimensional separation structure just presented provides the 

form that separation appears to take on; however, this is a repeating pattern, so it does not 

describe the exact number of “links in the separation chain.” For example, in the flow over 

Fairlie’s spheroid, four foci and four saddle points made up the separation line, see Figure 

5.8, while in Cases A and B of the ND Ramp flow, eight foci and seven saddle points were 

connected to form the separation lines, see Figure 5.10 and Figure 5.11. Other 

combinations of saddle/foci pairs are possible topologically and the following example will 

highlight some cases that yield a reduced number of saddle/foci pairs. 

Separation at the sidewall/surface junction is well recognized. The presence of the 

sidewall boundary layers, in conjunction with the ramp boundary layer, provides a 
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momentum deficit that, however small, naturally leads to flow separation at that point, 

provided a sufficient streamwise APG exists. Additionally, a simple spanwise pressure 

distribution with higher pressure near the sidewalls and lower pressure near the tunnel 

centerline could also be expected and explained due to this loss of momentum and early 

separation at the sidewall/ramp junction. While these effects would explain the separation 

structures at the sidewall/surface junction, see Figure 4.2, they don’t explain why the 

additional large-scale, central vortical structures exist. 

For example, Figure 5.16 shows illustrations of two possible separation patterns 

that agree well with the sidewall separation described above. To put these separation 

patterns in perspective, they can be combined with the typical reattachment pattern of 

nodes and saddle points to produce the surface flow topology maps shown in Figure 5.17. 

These maps are still the generalized owl-face patterns and contain the OFPs of the second 

and fourth kinds, as noted in Figure 5.17.  

 

Figure 5.16 Examples of two possible separation patterns that agree well with what 

was shown about sidewall separation and contain the generalized owl-face patterns. 

Note, the sidewalls are shown laid flat as if bent from 90° to 180°. 
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Figure 5.17 Example flow topologies with reattachment included for the 

separation patterns shown in Figure 5.16; Option 1 contains the OFP of the 4th 

kind and Option 2 the OFP of the 2nd kind 

While artificial, these patterns are among the simplest examples of three-

dimensional separation that could fit the given geometry and flow conditions, so the key 

question is why don’t we see separation taking one of these forms in experimental Case A 

or B? In other words, why do extra saddle/foci pairs form in the central region? There 

must be some physical mechanism forcing the flow to take on extra saddle/foci pairs. At 

first thought, a likely suspect is the static pressure and/or pressure gradient distributions. 

The streamwise adverse pressure gradient is often identified as the primary agent dictating 

the streamwise location of separation, so it should likewise be expected that the spanwise 

pressure gradient will dictate the spanwise uniformity of the separation. 

In his experimental work using a three-dimensional hill geometry undergoing flow 

separation, Tobak [99] showed that nodes of separation and attachment correspond to local 

surface pressure minima and maxima respectively, while saddle points represent a local 

surface pressure minima/maxima. Analyzing the spanwise pressure distribution over the 

central region of the ND Ramp, Figure 3.3, it is hard to confirm this for two reasons: (1) 
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the pressure distribution is quite uniform with only small spanwise variations present and 

(2) the spanwise pressure taps only extend over the central third of the ramp, with limited 

resolution, thereby preventing any comparative data near the sidewalls. However, even 

when high resolution, full width spanwise pressure measurements are available, the initial 

question, the cause of the formation of additional saddle/foci pairs, would not be answered. 

Tobak [99] goes on to state that “surface pressure extrema are not necessarily accompanied 

by singular points” indicating that they are a necessary, but not a sufficient, condition for 

the formation of singular points and that there must be an additional physical mechanism 

at work. Like the topology analysis, the pressure distribution is very useful, but is better 

thought of as descriptor than a cause. If this is the case, what other physical mechanism(s) 

dictate(s) the number of saddle/foci pairs that form? The likely answer comes from the 

geometric boundary conditions, in particular the streamwise surface curvature and its 

interaction with the ramp/sidewall juncture flow separation. These topics will be the focus 

of the next chapter. 
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CHAPTER 6:  

STREAMWISE SURFACE CURVATURE AND SIDEWALL EFFECTS 

The last two chapters describe the surface flow separation patterns and their 

topological interpretation. In all of this, however, there has been very little to explain why 

these patterns form and the physical mechanisms that produce them. This chapter will 

provide a cursory explanation of these topics by examining two geometric characteristics 

that have both been associated with the creation of vortical separation patterns, namely the 

ramp surface curvature and sidewall flow/separation condition.  

The role of streamwise surface curvature will be analyzed and shown to generate 

secondary flow via centrifugal force. It is this secondary flow that is primarily responsible 

for producing the central vortical separation structures. While the curvature effect is 

important, it will be shown that the ramp/sidewall flow condition is at least of equal 

importance in dictating the overall flow separation topography. With slight modification 

to the ramp/sidewall juncture flow, the effect of surface curvature can either be enhanced 

or attenuated to change the surface flow topography. Supporting evidence will be presented 

based on the application of passive flow control to both the ramp surface and tunnel 

sidewalls. Here, surface flow visualization is the primary diagnostic tool, supported by 

select LDV measurements and a brief comparison to CFD data. Finally, it will be shown 

that (1) the sidewall/ramp juncture flow separation condition is highly coupled with the 
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centerline flow separation location and extent, and (2) both the location and uniformity of 

the central reattachment structure are insensitive to changes in the separation structure. 

6.1 Surface Curvature and Sidewall Effects 

Streamwise surface curvature inducing secondary flow in s-ducts is widely 

observed [100–103]. A typical explanation of the effect suggests that streamwise surface 

curvature introduces a centrifugal force that is directed radially outward from the center of 

curvature. Here the centrifugal force will be referenced on a per unit mass basis as, 
𝑈2

𝑅
, 

where U is the streamwise velocity and R is the streamwise radius of curvature. Since the 

streamwise velocity, U(y), varies throughout the boundary layer, the effect of the 

centrifugal force is stronger near the upper edge of the boundary layer, where higher 

velocities are present, and lower near the ramp surface. This centrifugal force promotes 

thickening of the boundary layer, as it is stretched away from the surface and increases its 

susceptibility to the APG, inducing separation [102]. The outward fluid motion produced 

by the centrifugal force in the central region of the duct creates a secondary flow, directed 

outward along the centerline and downward along the sides, and effects the entire cross-

section of the duct. Since the near surface flows have lower velocity magnitudes due to 

their boundary layers, they are not as strongly affected by the centrifugal force, so the 

opposing circulation necessitated by continuity is produced in these regions. An illustration 

of this secondary flow, and the resulting three-dimensional surface flow pattern, is shown 

in Figure 6.1. 
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Figure 6.1 Illustration of secondary flow (a) generated in an s-duct (b) due to 

streamwise surface curvature and the resulting three-dimensional surface flow pattern 

in the form of the OFP of the first kind (c) 

While common in s-ducts of circular cross-section, the three-dimensional surface 

flow separation pattern of the OFP of the first kind is also observed in s-ducts of other 

cross-sections [101]. For the ND ramp experiments, however, the expected flow field is 

different than that given above. Geometrically, it only possesses streamwise surface 

curvature, not spanwise curvature, which is common in s-ducts. Instead, it includes corners 

that connect the ramp to the tunnel sidewalls. An illustration of the expected secondary 

flow is given in Figure 6.2.a. Over the majority of the cross-section, the secondary flow 

should look similar to that of the s-duct; however, since the cross-section is rectangular, 

instead of circular, small opposing corner vortices are expected to form. The expected 

secondary flow is likely of very low magnitude. Additionally, this secondary flow should 

not exist upstream, as no three-dimensional flow effects were observed prior to the start of 

the ramp; rather, it is purely a result of streamwise surface curvature.  
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Figure 6.2 Illustration of expected secondary flow (a) generated over the ND Ramp (b) 

due to streamwise surface curvature and the resulting central three-dimensional surface 

flow pattern in the form of the OFP of the fourth kind (c) 

The central10 flow separation pattern for the ND ramp is shown in Figure 6.2.c. 

While the streamwise surface curvature of the ND Ramp is similar to that of s-ducts, the 

surface flow separation pattern is not. Instead, the central separation pattern is an OFP of 

the fourth kind, not the first kind, as depicted in Figure 6.1.c. Note that the primary 

difference between the two cases is that the central foci roll up in opposite directions. 

To examine why s-ducts and the ND Ramp differ in their separation patterns and, 

more importantly, the role that streamwise surface curvature plays in the ND Ramp flow 

experiments, the streamwise surface curvature and mean flow fields will be quantitively 

and qualitatively analyzed for both cross-sections. Figure 6.3 shows the streamwise radius 

of curvature11, R, for the ND Ramp and three typical s-duct studies [101–103]. Over the 

initial convex region, the s-ducts examined have constant radii, R = 1.02, 0.83, and 0.45 

m, while the ND Ramp’s, radius of curvature changes from infinity, at X = 0 m, to values 

 

10 For clarity, the entire flow separation pattern is not shown here; see Figure 5.2 for a more 

complete picture. 
11 Note there is a discrepancy in the definition of streamwise radius of curvature as shown here. 

For the ND ramp, R is based on the lower surface while for the s-ducts it is typically based on the 

centerline axis.  



 

137 

similar to the s-ducts, R = 0.73 m at X = 0.18 m, and then back to infinity, at X = 0.45 m. 

Thus, the s-ducts have roughly constant centrifugal forces over a given streamwise fetch 

while the ND Ramp centrifugal forces start and end at zero and peak in between. The result 

is similar for the concave curvature region, except that the radius of curvature, and hence 

centrifugal force, changes direction. 

 

Figure 6.3 Radius of streamwise surface curvature 

comparison between the ND Ramp and three s-duct 

studies [101–103] with positive and negative values 

representing convex and concave curvature, 

respectively 

It has already been established that the centrifugal force induces a secondary flow 

in s-ducts. This secondary flow, in conjunction with the mean flow, gives rise to the surface 

flow pattern presented in Figure 6.1.c. This argument assumes that the magnitude of 

secondary flow, and hence the uθ-component of velocity, is proportional to the centrifugal 

force, 
𝑢𝑥

2

𝑅
. Over the duct surface, the secondary flow (inward directed crossflow), will 

increase from zero to roughly a constant magnitude. The streamwise mean flow near the 
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surface, ux(θ), is homogeneous in θ, as the initial boundary layer is uniform around the 

circular cross-section. Farther downstream, ux(θ) will change slightly. It will be 

strengthened away from the duct center due to the increased momentum being entrained 

from above and down the sides by the secondary flow, while the near center flow will be 

reduced by the APG and eventually separate.  

The gradients in streamwise and azimuthal mean flow result in opposing regions of 

wall-normal vorticity, ωr, that lead to the eventual roll-up of opposing foci of separation 

when separation occurs. Together, these two foci produce the “eyes” of the OFP of the first 

kind. Figure 6.4 illustrates this process on one side of the centerline as it results in 

clockwise-oriented, wall-normal vorticity and leads to a focus of separation, F3, as shown 

in Figure 6.1.c. Note that Figure 6.4 also shows that regardless of streamwise position the 

wall-normal vorticity has the same sign of rotation. Following the same logic on the other 

side of the centerline (not shown here) yields a counterclockwise-oriented focus of 

separation, F2, as shown in Figure 6.1.c. 
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Figure 6.4 Qualitative analysis of the ux(θ) and uθ(x) mean velocity profiles in an s-duct 

of circular cross-section and the resulting wall-normal vorticity, ωr, that leads to the 

formation of the foci of separation. Here the flow in (a) is representative of the start of 

the duct, x = 0, and the flow in (b) is representative of a location further downstream 

but prior to separation. 

For the ND Ramp, both the imposed centrifugal force and the near-surface mean 

flow are more complex than that of an s-duct. First, we will analyze the flow between the 

centerline and the sidewall separation. As in the case of the s-duct, the centrifugal force, 

𝑈2

𝑅
,  initially increases, albeit at a slower rate, causing the inward directed crossflow, W, to 

increase as well; however, the surface curvature peaks at X = 0.18 m, see Figure 6.3, and 

subsequently decreases, likely causing the induced inward directed crossflow to peak and 

then decrease as well. This peak and decline of the centrifugal force could begin at X = 

0.18 m but is more likely to occur slightly downstream, depending on the response time of 

the flow. Since the duct has a rectangular cross-section, the secondary flow that generates 

the inward crossflow also generates lower magnitude outward crossflow, given the 

secondary corner flow near the ramp/sidewall juncture, see Figure 6.2.a. Note that the 

secondary flow, or crossflow, analyzed here is only that induced by centrifugal forces and 
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is likely of low magnitude. The sidewall/ramp juncture separation will produce its own 

crossflow, which is likely to be of a greater magnitude. 

As this secondary flow is developing, the near-surface streamwise mean flow, U(z), 

is roughly constant over the majority of the span but reduces to zero at the sidewall due to 

the ramp/sidewall juncture, unlike the mean flow of the s-duct. Further downstream, this 

trend in the streamwise mean velocity is the same only reduced in magnitude, due to the 

APG, as the flow approaches separation. These mean flow gradients generate wall-normal 

vorticity, ωy, which influences the flow to spiral in one direction over another when 

separation occurs. Figure 6.5 illustrates this process on the outer loop side of the tunnel 

centerline for two streamwise locations, both of which are downstream of the ramp leading 

edge and prior to separation.  

 

Figure 6.5 Qualitative analysis of the U(z) and W(x) mean velocity profiles over the 

ND Ramp at two different streamwise locations (a) and (b), and the wall-normal 

vorticity, ωy, causing the formation of the central foci when separation occurs 
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There are two regions to be analyzed in Figure 6.5, the central region with inward 

directed induced crossflow (the black circles) and the near wall region with outward 

directed induced crossflow (the red circles). These two regions have opposite crossflow 

gradients which switch signs some distance after the centrifugal force peaks. The near wall 

region initially has positive wall-normal vorticity that would likely reduce in magnitude 

and possibly change sign further downstream; however, sidewall/ramp juncture separation 

tends to form far enough upstream that the positive wall-normal vorticity still dictates the 

direction in which the focus spirals. The wall-normal vorticity in the more central region 

is initially weak because of opposing velocity gradients. Further downstream, however, the 

wall-normal vorticity becomes positive as the previously-increasing centrifugal force 

weakens. Since the central flow separates farther downstream, it will spiral into a positive, 

counterclockwise-oriented focus of separation as dictated by the wall-normal vorticity at 

that location. Following the same logic on the near wall side of the tunnel centerline yields 

a clockwise-oriented focus of separation. These two central foci, F2 and F12 in Figure 

6.2.c, form the “eyes” of the OFP of the fourth kind. 

The analysis in Figure 6.5 did not consider the presence of the sidewall separation. 

While the analysis suggests that sidewall separation is not required for foci F2 and F12 to 

form when the central flow separates, as has already been noted, the sidewall will separate 

before the central region does. It could be argued that the wall-normal vorticity generated 

is shed via the sidewall separation foci as they have the same sign of rotation. While the 

sidewall separation will change the flow field, even with this separation there is still strong 

wall-normal vorticity present in the central region of the flow that promotes the flow to 

adopt additional foci, i.e. F2 and F12, when separation occurs.  
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To illustrate this for the outer loop side of the wind tunnel, first assume the 

separation takes the simplistic structure presented in the last chapter and shown in Figure 

6.6.a. The central near surface streamwise mean flow, U(z), still has a positive gradient as 

the flow approaches and passes through separation. The near surface crossflow, W, is still 

initially inwardly directed due to the centrifugal force; however, it must drastically change 

direction and be directed toward the sidewall to roll-up into the sidewall separation focus. 

This gradient in the crossflow in combination with the gradient in the mean flow, shown 

in Figure 6.6.b, introduces additional positive, wall-normal vorticity which promotes the 

flow to adopt the additional counterclockwise-oriented foci of separation observed in the 

central region, represented by the red circle. 

 

Figure 6.6 Qualitative analysis of the U(z) and W(x) mean velocity profiles over the 

ND Ramp (b) with the presence of sidewall separation (a) leading to the generation 

of wall-normal vorticity, ωy, and the likely formation of foci of separation in the 

central region 
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The off-surface flow development is also consistent with the centrifugal forces 

created via surface curvature. Over the convex portion of the ramp, the centrifugal force 

acts to direct the centerline flow outward in a direction wall-normal from the surface. Its 

magnitude (per unit mass) is plotted in Figure 6.7.a and is calculated from the centerline 

wall-normal LDV profiles, which will be presented in the following chapter. Since the 

boundary layer is thin initially, where the radius of curvature is decreasing, the centrifugal 

force is significant over the majority of the wall-normal extent; however, the flow is also 

subjected to a FPG which acts to inhibit separation. A little farther downstream, the 

streamwise pressure gradient switches from favorable to adverse, around X = 0.14 m. 

While the APG increases and begins to peak, indicating separation is approaching, the 

centrifugal force is decreasing and begins to change signs as the flow transitions from the 

convex to concave portions of the ramp. The central separation initiates just after the 

centrifugal force changes sign from being directed outwardly to inwardly, thereby 

reversing the direction of the induced secondary flow from being directed toward the 

centerline to being directed away from it and promoting the flow to separate via the 

counter-rotating vortical separation structures, F2 and F12.  
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Figure 6.7 Centrifugal force per unit mass induced by streamwise surface curvature 

along the centerline of the ND Ramp over the convex (a) and concave (b) regions 

Figure 6.7.b shows the centrifugal force over the concave region of the ramp where 

the centerline separation exists. Since the flow is separated in this region, the streamwise 

velocity magnitudes near the surface are very low and unaffected by the centrifugal force. 

Away from the surface, above the separation region, where the streamwise velocity 

magnitudes are larger, the centrifugal force still influences the flow. It acts to draw in 

freestream, high momentum fluid from above. Since the height of the separation region is 

lower in the central portion of the ramp and increases toward the sidewalls, the downward 

centrifugal force acts non-uniformly on the flow with a larger effect in the center and a 

smaller effect toward the sidewalls. The net result is two regions of streamwise vorticity of 

opposite signs. This shows excellent agreement with both the off-surface flow topology of 

foci F2 and F12, presented in the last chapter and repeated here in Figure 6.8.a, and the 

cross-sectional contours of streamwise mean velocity and vorticity of the DNS Stratford 

ramp simulations of Zhang and Fasel [54].  
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Figure 6.8 Cross-section view of the expected secondary flow generated due to the 

centrifugal force over the convex surface of the ramp imposed on the off-surface flow 

topology (a) and a top view of the expected near surface secondary flow generated due 

to centrifugal forces over the convex and concave regions of the ramp surface (b) 

The expected secondary flow in Figure 6.2.a is imposed over the off-surface flow 

topology in Figure 6.8.a. There is excellent agreement between the topology presented in 

the last chapter and the induced secondary flow. In fact, saddle points S3 and S13 appear 

to be the result of the induced corner flows—a characteristic of the cross-section being 

rectangular instead of circular. Figure 6.8.b shows the expected near-surface flow induced 

via the centrifugal forces over the convex and concave regions of the ramp. Over the 

convex portion of the ramp the force is significant both above and near the surface, while 

over the concave portion of the ramp the force is only significant above the centerline 

separation region, F27. 

This analysis explains why the central foci of separation tend to roll-up in the 

counter-rotating pattern that has been observed. While streamwise surface curvature has 

an important role in this formation, ultimately both the roles of surface curvature and the 

sidewall/ramp juncture flow dictate how and when the separation patterns form. In fact, 
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the role of surface curvature is likely second to that of the sidewall/ramp juncture flow. 

Evidence of this will be provided through a series of tests utilizing passive flow control, 

applied to the ramp juncture and sidewall, that are shown to modify the central separation 

structures. Throughout these experiments, the ramp surface curvature does not change and 

only minor changes occur to the centrifugal force via a changing boundary layer. 

Nevertheless, the alteration of the sidewall/ramp juncture flow is enough to either 

overcome or enhance the surface curvature effect. Either change will alter the separation 

flow topography and have dramatic effects on the centerline location of separation and 

reattachment. 

6.2 Passive Flow Control Experiments 

While the global flow separation pattern described in Chapter 4 was highly 

repeatable, provided the test conditions remained unchanged, it was only through repeated 

experiments that the idea that flow is very sensitive to physical perturbations first arose. 

For example, when slight modifications were made to the test section, i.e. a test section 

window was sealed more effectively, small discrepancies were sometimes observed in the 

surface flow patterns. This led to the further examination of the sensitivity effect via the 

application of passive flow control devices. Typically, studies utilizing flow control on 

similar geometries have focused on delaying separation or reducing its extent; however, in 

this case, passive flow control is employed purely as diagnostic tool to study the 

relationship between the sidewall or sidewall/ramp juncture flow and the central flow 

separation location and structures. Since flow control is not a focus of the current 

investigation, its discussion will be kept to a minimum.  
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Two methods of passive flow control tests will be briefly presented and discussed. 

The first method seeks to explicitly control the sidewall/ramp juncture separation structures 

and highlights how individual vortical structures (foci) can be greatly enhanced or 

attenuated by diverting higher momentum fluid into or away from them. It also 

demonstrates that enhancing the sidewall/ramp juncture flow induces the centerline flow 

to separate farther upstream. The second method aims to control only the sidewall 

boundary layers in order to study their interaction with both the secondary flow induced 

via centrifugal forces and the central flow separation along the ramp. While the presence 

of vortical separation structures observed on the ramp is not a result of a particularly 

undesirable sidewall flow condition, their form (topographical and even topological) is, in 

effect, modulated by the sidewall flow. In other words, adversely or favorably altering the 

sidewall flow condition does not change the fundamental separation topological structure 

of a repeating pattern of saddle/foci pairs (the generalized OFP), but it does change how 

many saddle/foci pairs form, and their respective signs of rotation, spatial extents, and 

locations relative to one another. 

6.2.1 Ramp Application 

A series of single tab-style vortex generators (VGs) was first applied just upstream 

of the sidewall separation at both corners of the ramp. This setup stemmed from the work 

of Meyer et al. [104] who applied this type of VG to both an airfoil and a compressor 

cascade. The authors state that the single vortex generator functions under two 

mechanisms: (1) creating a nozzle like flow directed into the corner and (2) introducing 

longitudinal vorticity that acts to entrain freestream momentum into the separating region.  
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The device is a simple tab made from thin sheet metal and secured to the ramp 

surface via double-sided adhesive. The study by Meyer et al. [104] used a VG height scaled 

on the airfoil chord, which was not applicable here. Their case is distinctly different from 

that of the ramp/sidewall junction because the ramp trailing edge smoothly transitions to a 

flat plate. Furthermore, the ramp also has a much thicker incoming boundary layer. 

Because of these differing conditions, a range of three different single tab VG sizes was 

employed on the ramp, starting from a height of 16 mm and reducing down to a height of 

about 1.2 mm (see Figure 6.9). All tab heights were fully contained within the local 

boundary layer, which was 25-30 mm thick.  

Figure 6.9 shows the tab VGs as well as a schematic of their placement with respect 

to the ramp leading edge and wind tunnel sidewall. Note that while only one side is shown 

below, VGs were installed in pairs with one on each side of the ramp. Table 6.1 gives the 

parameters for the three sizes of tab VGs and the adhesive strip, which was also solely 

tested, as well as their respective locations relative to the sidewall and ramp leading edge.  
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Figure 6.9 Tab-style vortex generators (VGs) used on the ramp surface, highlighting 

the Large, Medium, and Small VGs that were tested as well as the adhesive strip (a), 

the Large VG installed on the ramp (b), and a schematic of the VG placement with 

respect to the sidewall and ramp leading edge (c) 

TABLE 6.1  

TAB-STYLE VORTEX GENERATOR PARAMETERS 

Tab VG φvg [º] αvg [º] a [mm] lvg [mm] hvg [mm] zvg [mm] xvg [mm] 

Large 55 14 15.2 25.4 16 50 177.8 

Medium 55 14 8 25.4 10 50 177.8 

Small 55 14 8 20 6 50 177.8 

Adhesive N/A 14 8 20 1.2 50 177.8 

 

The large vortex generator has a profound effect on the overall flow field, see 

Figure 6.10. On the far side of the flow field, Figure 6.10.b1, the topology does not appear 

to have changed; instead, F5 occurs further down the ramp and increased in spatial extent, 

whereas and the central vortical structure, F2, has reduced its spatial extent. However, the 

flow is now clearly asymmetrical. On the near side, Figure 6.10.b2, the central vortical 

structure, F12, has merged with S13, causing the central separation region, S1, to move 

upstream thereby producing earlier centerline separation. One possible explanation for the 

asymmetry of the controlled flow is that it is the amplification of a slight asymmetry in the 
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baseline flow. For example, the tab VG on the far side (tunnel inner loop) is placed between 

the flow leading into S3 and the sidewall, see orange dashed line in Figure 6.10.a1, so the 

tab enhances the flow being directed from S3 into F5. On the near side (tunnel outer loop) 

the flow leading into S13 is between the tab and the sidewall, see orange dashed line in 

Figure 6.10.a2, so that the tab opposes the flow being directed from S13 to F12 and instead 

directs the flow to F15. Essentially, the tab VGs end up on opposite sides of the dividing 

streamlines heading into S3 and S13. It is also worth noting that these changes in the 

separation topology occur without significant changes in sidewall separation. 

The off-surface extent of this earlier separation was later tested, this time employing 

LDV to acquire a single profile in the central separation region, both with and without the 

large tab VGs applied. The results, as shown in Figure 6.11, highlight the dramatic loss of 

momentum in the central region of the ramp when the tabs are installed. This loss of 

momentum, while largest in the near wall region, extends through the entire boundary 

layer, indicating a significant change to the flow field. This global change in the central 

region in response to such a small device located near the wall is quite remarkable and 

emphasizes the sensitivity of the entire flow separation to the sidewall/ramp juncture 

condition. 
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Figure 6.10 Surface flow visualization showing the ability to manipulate the flow 

structures using the large single tab-style vortex generators (b) compared to the 

baseline flow (a) 
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Figure 6.11 Boundary layer profile (a) and turbulent shear stress (b) comparison of 

large tab-style VGs to the baseline flow for a wall-normal profile located at X = 0.5 

m and Z = -0.1 m 

That the tabs produce flow that separates earlier should perhaps be expected. The 

tabs serve to divert freestream momentum into the near wall region, essentially extracting 

energy from the inner flow structures and transferring it to the near wall region. Reducing 

the tab height should reduce this energy transfer effect. Figure 6.12 shows the baseline and 

surface flow visualization corresponding to the three smaller tab heights listed in Table 6.1, 

with special emphasis placed on the centerline separation and reattachment locations. 

Surprisingly, even the small VGs, those which protrude only 25% of the boundary layer 

thickness, have a significant effect on the flow. Only the sole application of the adhesive 

strips maintains the baseline separation topology. In fact, the small perturbation of the strips 

slightly improves the symmetry of saddle points S3 and S13. All of this goes to show that 

the separation structures can be quite easily manipulated via the application of passive 

control devices. 
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Figure 6.12 Surface flow visualization comparison for the baseline (a) medium (b), 

small (c), and adhesive strip (d) tab-style VGs placed near the sidewall/ramp juncture 

on each side of the ramp with the centerline separation and reattachment locations noted 

in red circles and baseline separation and reattachment locations noted in black squares 

On the other hand, the reattachment structure and location are not very sensitive to 

the separation structure. While the direction of the flow moving along the reattachment line 

changes with the changing flow separation structure, the location and uniformity of the line 

is not significantly affected. What this first study hints at, and what will continue to be 

shown, is that while the separation structures can be manipulated via enhancing one and 

attenuating another, the common topological pattern remains. Like links in a chain, the 

singular points in the repeating pattern of saddle points and foci can be twisted about, 

change the sign of rotation, and even merge with one another, but the separation chain is 

still there. 
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6.2.2 Sidewall Application 

The second method of passive flow control that was explored applied co-rotating 

VGs to both wind tunnel sidewalls just upstream of the ramp leading edge. These produced 

co-rotating streamwise vorticity. Co-rotating VGs are more robust in their placement and 

use because they can be somewhat insensitive to blade size, orientation, spacing and lateral 

flow, and because of their streamwise persistence [105,106]. These will be the focus of this 

work; however, small counter-rotating VGs as well as v-shaped boundary layer trips were 

also employed, and the results will be briefly given for comparative purposes. Figure 6.13 

highlights the four different flow control devices installed on the wind tunnel inner loop 

sidewall, and Table 6.2 gives the respective geometric configuration parameters. Here XLE 

is the distance upstream from the ramp leading edge to the start of the flow control device, 

h is the device height, l is the device length, β is the alignment angle with respect to the 

freestream, and Δ is the distance between adjacent devices.  

TABLE 6.2  

SIDEWALL FLOW CONTROL DEVICE PARAMETERS 

Configuration XLE [mm] h [mm] l [mm] β [°] Δ [mm] 

Angled Up 152 22.2 44.3 18 88.6 

Angled Down 152 22.2 44.3 18 88.6 

V-Shaped 102 22 10.8 26.6 24.5 

Delta 90 13.1 78.8 14 47 
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Figure 6.13 Sidewall flow control devices including: co-rotating VGs angled down 

(a), co-rotating VGs angled up (b), counter-rotating delta VGs (c), and v-shaped 

boundary layer trip (d), all applied upstream of the ramp leading edge 

There were two different arrangements for the co-rotating VGs; angled upward and 

away from the ramp or angled downward towards the ramp. Changing the VG angle 

equates to changing both the sign of the freestream vorticity generated and the path the 

vortices follow. This is illustrated in Figure 6.14. Angling the VGs upward will generate 

counterclockwise vortices, when viewed looking downstream, and these, with their 

mirrored image, will induce the vortices to travel up and toward(s) the wall. On the other 

hand, angling the VGs downward will generate clockwise vortices, which, with their 

mirrored image will induce the vortices to travel down and away from the wall and onto 

the ramp surface. Essentially, these two modes of applying the sidewall VGs act to either 

direct the sidewall boundary layer flow down onto the ramp (downward angled VGs shown 

in Figure 6.14.b) or up and away from the ramp (upward angled VGs shown in Figure 

6.14.a). It is also important to point out that this induced sidewall flow should either act to 

enhance (downward angled VGs) or suppress (upward angled VGs) the secondary flow 

generated via surface curvature. 
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Figure 6.14 Illustration of the vortex path induced by the vortex image for co-

rotating vortex generators angled up (a), and angled down (b) with both views 

oriented looking downstream 

Figure 6.15 shows the surface flow pattern for the downward angled VGs. At first 

sight, the flow pattern looks remarkably different from the baseline. The separation 

structure appears to have taken on a dual-sided, elongated “g” shape, with the central and 

sidewall vortical structures appearing in one combined grouping on either side of the tunnel 

centerline. However, upon closer inspection, the separation topology is not that different 

from the baseline case—although the singular points are tightly woven together. The 

downward angled VGs have essentially forced the sidewall flow onto the ramp surface, 

thereby reducing any sidewall separation to that stemming from the VGs themselves. 

Additionally, the VGs enhance the secondary flow induced by the centrifugal forces over 

the convex portion of the ramp. Comparison of the controlled flow in Figure 6.15 with the 

secondary flow, Figure 6.8.a, shows good agreement even though the topological 

connection between flow features has changed. 
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Figure 6.15 Surface flow pattern for sidewall flow VGs angled down, including 

overview (a) close up views highlighting the singular points on the inner loop (b) 

and outer loop (c) sides. Note the extra pair of singular points, S6 and F7, present 

on the outer loop side (c), but not on the inner loop side (b). 

Figure 6.15.b and Figure 6.15.c provide close-up views of the surface flow 

highlighting the singular points. Here the flow topology appears to be asymmetric with the 

equivalent of S6 and F7, shown on the wind tunnel outer loop side Figure 6.15.c, missing 

from the wind tunnel inner loop side, Figure 6.15.b. This difference prompted further 

investigation via repeated wind tunnel tests with select tests utilizing the multiple dye oil-

film surface flow visualization discussed in Chapter 4. The repeated tests, shown in 
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Appendix E.1, indicate that the asymmetry of the topology pattern shown in Figure 6.15 

often remains but may switch sides or become symmetric with the elimination of S6 and 

F7 on the outer loop side. Even when variations in the topology are present, from a global 

perspective, the surface flow pattern does not change significantly between cases. These 

changes were often small and usually only noticeable by close inspection.  

Before examining this surface topology further, attention will be given to the 

complementary case with the co-rotating VGs angled up. While tilting the sidewall VGs 

downward acted to contract the flow field onto the ramp, enhancing the induced secondary 

flow, tilting the sidewall VGs upward had the opposite effect, pulling the central flow 

toward the sidewalls, thereby opposing the induced secondary flow. Figure 6.16 shows the 

surface flow pattern for the upward angled VGs. It is apparent from the images that the 

primary vortical structures are now the sidewall separation structures themselves. When 

the sidewall flow is directed upward, the momentum-starved sidewall/ramp juncture is 

likely prone to have an increased spatial separation footprint (the extent of the flow 

spiraling into the foci is increased), which in turn, absorbs the streamwise vorticity in the 

flow and mitigates the need for additional foci to form in the central region of the ramp. 

However, the absorption is still not fully realized as an extra pair of singular points, F5 and 

S6, appear in the central region of the ramp on the wind tunnel outer loop side, see Figure 

6.16.c. Interestingly, this asymmetric pair of flow features was only present occasionally. 

Nonetheless, it is included here (1) to draw attention to the role of surface curvature as it 

promotes the flow to develop foci of separation in the central region of the ramp, and (2) 

to highlight the topological variations (which are not always symmetric) in the stable flow 

states that do exist. 
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Figure 6.16 Surface flow pattern for sidewall flow VGs angled up including 

overview (a) and close up views highlighting the singular points on the inner loop 

(b) and outer loop (c) sides. Note the extra pair of singular points, F5 and S6, present 

on the outer loop side (c) but not on the inner loop side (b). 

A case in which the central foci do not appear in the flow is shown in Figure 6.17. 

This run, conducted using the multiple dye method, highlights just how uniform the flow 

can become in the central region. The overall symmetry is very good and shows nearly the 

limit of uniformity that can be achieved without using boundary layer suction. Even when 

the effects of the secondary flow have been minimized, one can still see the initial 

formation of two new separation structures, saddle/foci pairs, highlighted in the figure. 

While not yet fully formed in a time mean sense, it is apparent that the flow “wants” to 



 

160 

take on the additional vortical separation structures that are now absent in the central region 

of the ramp. The evidence suggests that if the near sidewall structures were further reduced, 

these new central structures would grow. 

 

Figure 6.17 Images of the surface flow pattern using the multiple dye method with 

upward angled VGs installed on the sidewalls, highlighting that while there is increased 

uniformity of the flow in the separation region, two new separation structures are 

beginning to form 

Figure 6.18 shows the surface flow topology resulting from the sidewall application 

of both downward and upward facing VGs. Here the flow topologies are drawn in the 

asymmetric forms first observed. In comparison to the baseline case, repeated in Figure 

6.18.c, some of the signs of rotation of the foci have changed, and the symmetry and 

number of pairs may vary; however, the basic repeating pattern of saddle points and foci 

remains—providing additional support for the identification of the generalized owl-face 

pattern presented in the last chapter. The simplicity of this pattern is quite beautiful. 

Whether the flow is forced onto the ramp by the downward angled VGs or stretched 

towards the sidewalls by upward facing VGs, the simple core topological structure remains. 

Moreover, the topological structures observed in Figure 6.18, except for the additional 
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asymmetric saddle/foci pair, are remarkably similar to those presented in Figure 5.17, the 

simplest realizable cases. 

 

Figure 6.18 Sketches of the surface flow topology resulting 

from the sidewall application of downward (a) and upward 

(b) facing VGs and of the baseline flow (c) 
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While co-rotating VGs can cause the sidewall flow to interact with the induced 

secondary flow, altering the separation structure and location, similar results can be 

achieved using other flow control methods. Of the methods examined, arguably, the 

counter-rotating Delta VGs were the best at reducing the sidewall/ramp juncture 

separation. On the other hand, the v-shaped boundary layer trip caused massive separation 

at the sidewall/ramp juncture (as would be expected). Figure 6.19 gives the surface flow 

visualization images for these two tests. The focus of these images is to highlight the 

centerline separation extent and compare it to the baseline flow, not discuss the details of 

the flow topology. 

 

Figure 6.19 Surface flow visualization for the application of counter-rotating delta VGs 

(a) and v-shaped boundary layer trip (b) highlighting the extreme difference in 

centerline separation extent 

Ironically, by reducing the extent of the sidewall separation, Figure 6.19.a, the 

extent of the centerline flow separation is significantly increased. In contrast, the induction 

of massive separation in the sidewall boundary layers dramatically decreases the extent of 

centerline flow separation, see Figure 6.19.b. As in the case of the large tab VGs installed 

near the sidewall/ramp juncture, if freestream energy is transferred to the sidewall flow, 



 

163 

the centerline flow has a harder time staying attached. Likewise, causing the sidewall flow 

to massively separate forces the flow toward the ramp centerline, in turn delaying its 

separation. This inverse relationship between the sidewall separation and the centerline 

separation has important implications for typical flow control studies which seek to delay 

flow separation as well as for CFD validation studies. 

6.2.3 Summary 

Table 6.3 shows the centerline separation and reattachment locations for the 

baseline and all the passive flow control tests discussed in this chapter. The measurements 

are based on the surface flow visualization, which, when compared to the LDV 

measurements presented in the next chapter, are slightly biased towards the prediction of 

later separation and reattachment. Thus, while somewhat qualitative, the data are useful for 

comparison between cases. For the baseline flow, the centerline separation extent (the 

separation location subtracted from the reattachment location) is 0.31 m. For both the large 

tab VGs and the counter-rotating delta VGs, the centerline separation occurs earlier, around 

X = 0.42 m, and the reattachment occurs later, around 0.93m and 0.94 m, yielding a 

separation extent of 0.51 m and 0.52 m for the large tab VGs and the counter-rotating delta 

VGs, respectively. This is a 68% increase in separation extent as compared to the baseline. 

On the other hand, the v-shaped boundary layer trip delays centerline separation to X = 

0.64 m and produces early reattachment at X = 0.86 m, yielding a separation extent of only 

0.22 m, a 30% reduction in separation extent as compared to the baseline. It is thus 

demonstrated that the flow over the ramp geometry cannot be treated as a separate entity 

from the wind tunnel sidewall flow; they are highly coupled because the pressure gradient, 

surface curvature and crossflow determine the separation topography. 
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TABLE 6.3  

CENTERLINE SEPARATION EXTENT 

Test Name VG Location Separation [m] Reattachment [m] Extent [m] 

Baseline N/A 0.58 0.89 0.31 

Large  Ramp 0.42 0.93 0.51 

Medium Ramp 0.50 0.92 0.42 

Small Ramp 0.50 0.93 0.43 

Adhesive Ramp 0.58 0.90 0.32 

Angled Up Sidewall 0.58 0.89 0.31 

Angled Down Sidewall 0.53 0.93 0.40 

V-Shaped Sidewall 0.64 0.86 0.22 

Delta Sidewall 0.42 0.94 0.52 

 

One must also note the effect of flow control on reattachment structure and location. 

In all the cases using passive flow control, while the separation topography changed 

significantly from the baseline, the reattachment did not. From Table 6.3 we see that for 

the extreme cases, the variation in centerline separation location is 24% of the ramp length, 

while the variation in centerline reattachment location is only 9% of the ramp length. The 

reattachment location and its spanwise uniformity are not highly dependent on the 

separation location and form. 

6.3 Preliminary CFD Comparison 

Finally, many of the experimental results just shown are also observed in 

preliminary CFD simulations. The computational runs were conduted courtesy of Chris 

Rumsey at NASA Langley Research Center and utilize the SA-RC-QRC model in FUN3D. 

Figure 6.20.a shows surface skin friction lines and pressure coefficients for a flat top, 0°, 

ceiling configuration, which is slightly higher than that which was used for Case A (α = 

3.2º). The preliminary CFD looks very similar to the v-shaped boundary layer tripped flow 
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control case, Figure 6.19.b. Both show (1) the sidewall/ramp juncture separation forming 

much farther upstream and covering a much larger spatial extent than was depicted in the 

baseline surface flow visualization and (2) small regions of centerline separation. The 

simulation results are only preliminary and may not be grid-converged; also the ceiling 

geometry is slightly different and they did not include the measured inflow boundary layer 

conditions recorded on the ramp and sidewall. Given these caveats, it is impossible to draw 

any conclusions, but it is likely that the sidewall/ramp juncture separation is sensitive to 

the turbulence model, grid, and inflow conditions. Future CFD efforts could explore these 

effects in more detail. 

   

Figure 6.20 Preliminary CFD conducted in FUN3D with the SA-RC-QRC model for a 

baseline flat ceiling configuration (a) and for this formation with an inviscid condition 

upstream and viscous condition starting at the ramp leading edge (b). Figures courtesy 

of Chris Rumsey. 
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The simulation was repeated, this time employing an inviscid sidewall condition 

upstream of the ramp leading edge. The idea was that by “turning on” the viscous condition 

at the start of the ramp, the application of sidewall splitter plates could be crudely and 

quickly simulated. This also drastically reduces the sidewall boundary layer thickness prior 

to the sidewall/junction flow separation. While the simulation is crude, it shows that the 

centerline separation and reattachment locations move upstream and downstream, 

respectively. While the topology of the surface flow is not the same, nor should it be 

expected to be the same, a comparison can be drawn to the counter-rotating delta VG 

experiments shown in Figure 6.19.a. Both reduce the sidewall separation, which in turn 

causes the centerline flow to separate further upstream and reattach further downstream, 

giving rise to a large increase in the centerline separation extent. These preliminary 

simulations leave us to concluded that accurately simulating this flow requires that the 

sidewall/ramp juncture boundary layer separation be accurately captured, as it appears 

to significantly influence the central ramp flow. 
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CHAPTER 7:  

FLOW FIELD DEVELOPMENT 

This chapter presents the quantitative off-surface flow measurements for Cases A, 

B, and C, which were acquired via LDV and constitute the bulk of the experimental data 

set collected. In light of the three-dimensional surface flow, boundary layer profiles were 

acquired at 19 streamwise locations and 3 spanwise locations. These profiles include both 

streamwise and wall-normal mean velocity and turbulent normal and shear stresses. The 

complete data set is provided on the NASA Langley Research Center Turbulence Modeling 

Resource webpage [1]. 

First, using the near-wall portion of this experimental data, the flow separation and 

reattachment are documented and analyzed, both in the mean and unsteady forms common 

to turbulent boundary layer separation. Next, a comparison is made between the various 

states of the separation process and the pressure and pressure gradient distributions. 

Finally, these comparisons are shown to exhibit very good correlation both with the 

experimental data of the ND Ramp cases and other similar flow separation studies, 

indicating the utility of high-resolution streamwise pressure data to predict flow separation. 

7.1 Overview of Flow Field Measurements 

The following off-surface flow field measurements were acquired via LDV and 

emphasize the streamwise development of the mean flow and turbulent stresses. However, 
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due to the three-dimensionality of the surface flow patterns, multiple off-center profiles 

were utilized to capture the degree of spanwise variation in the flow. Three different 

spanwise measurements locations are presented; one on the centerline, Z = 0 m, and two 

off-center locations, Z = -0.13 m and Z = -0.26 m, which can equivalently be written as 

Z S⁄ = 0, Z S⁄ = −0.14, and Z S⁄ = −0.28, respectively, where the span, S, is 0.914 m (3 

ft). These profile locations, and their relation to the surface flow of Case A, are shown 

depicted as red dashed lines in Figure 7.1. Note that the off-center locations are selected 

such that they capture the spanwise variation in the flow produced by the primary vortical 

structures, yet still remain in the central region, thereby avoiding the sidewall separation 

structures. 

 

Figure 7.1 Sketch providing the local coordinate system and three spanwise 

locations of the LDV measurements overlaid on the surface flow 

visualization of Case A 
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Wall-normal boundary layer profiles acquired via 2-component LDV, capture the 

streamwise development of the flow. Local wall-normal profiles were selected instead of 

tunnel-normal coordinates to better capture the physics of the developing flow. However, 

for ease of utilization and comparison with standard CFD codes, all of the wall-normal 

profiles are also provided in the global coordinate system (see section 2.3 for details on the 

coordinate systems). This was achieved via tensor rotation of the mean and turbulent 

stresses, the details of which are provided in Appendix D.5. The acquired wall-normal 

profiles begin on the boundary layer development plate 0.56 meters upstream of the ramp,12 

with one other streamwise location, X = -0.28 m, selected before the start of the ramp. 

Along the ramp, profiles were acquired every 10 cm until X = 0.3 m, at which point the 

increment decreased to every 5 cm through the last location documented, X = 0.95 m. Note 

that the location of each profile is designated by its surface starting position in the tunnel 

X-coordinate, with X = 0 m and X = 0.9 m corresponding to the start and end of the ramp 

respectively. To provide a sense of scale, Figure 7.2 both highlights the location of the 

streamwise LDV profiles, and provides the spanwise-averaged extent of the boundary layer 

and separation region for all three test cases. 

 

12 This location was initially selected to document the incoming flow; however, as discussed in 

Chapter 3, the initial condition location was moved further upstream due to geometric constraints. 
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Figure 7.2 Spanwise average boundary layer growth and separation regions 

for all three test cases highlighting the 19 streamwise locations of the wall-

normal LDV profiles, the local coordinates, the ramp geometry, and the 

global coordinates 

7.2 Mean Flow Development 

7.2.1 Case A – Larger-Scale Separation 

The streamwise evolution of the mean flow is shown in Figure 7.3 below. All three 

spanwise locations are included in the figure. The center profiles are marked with blue 

diamonds, the mid-span profiles black circles, and the near-sidewall profiles green 

triangles. Initially, over the boundary layer development plate, the profiles exhibit the 

shape factor characteristics of zero pressure gradient turbulent boundary layers, H ≈ 1.3 – 

1.4, and are uniform in spanwise extent. The first noticeable spanwise deviation in the 

profiles occurs at around X = 0.1 m with the center profile showing signs of acceleration, 

caused by the FPG, greater than that of the off-center profiles. Between X = 0.2 m and X 

= 0.3 m, the pressure gradient becomes adverse and the signs of spanwise deviation in the 

flow become apparent. From this point onward, the outer (off-center) profiles have a 
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progressively larger velocity deficit, in both streamwise and spanwise extent, compared to 

the centerline profile. Around X ≈ 0.45 m, the outer profile separates, in the mean sense, 

followed by the middle profile and the center profile by X ≈ 0.55 m. This confirms what 

was shown in the surface flow visualization: the separation region is rather three-

dimensional. Additionally, the extent of the flow three-dimensionality is not localized to 

the surface either. Rather, the largest discrepancy is observed in the middle of the boundary 

layer. 
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Figure 7.3 Evolution of wall-normal profiles for Case A showing spanwise variation 

in streamwise mean velocity, U, for flow starting on the boundary layer development 

plate, X = -0.56 m, and continuing along the ramp through separation, reattachment, 

and recovery, X = 0.95 m  
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As is typical for an adverse pressure gradient turbulent boundary layer, the mean 

profiles become inflectional, with the location of the outer inflection point moving away 

from the wall with downstream progression. This becomes noticeable at X ≈ 0.4 m and 

continues throughout the region documented here. The inflectional nature of the mean flow 

gives rise to an inviscid instability, which in turn leads to the formation of an embedded 

shear layer that roughly tracks the development of the outer inflection point, to be discussed 

in greater detail in the following chapter. Downstream of the separation region, as the 

surface flow visualization suggests, the near-wall flow becomes more uniform; by the time 

the flow reattaches, X ≈ 0.85 m, there is very little spanwise variation present in the 

reattachment location. However, this is only true near the surface, as the middle of the 

boundary layer profiles still shows strong variation with span. Furthermore, downstream 

of reattachment, recovery of the flow is evident; a new internal boundary layer begins to 

form and slowly propagates outward as the influence of the wall becomes stronger. 

In the reattachment and recovery region of the flow, the edge of the boundary layer 

resembles that of a shear layer or wake. The development of the wall-normal component 

of mean velocity as well as of the turbulent stresses demonstrates more clearly that this is 

the case. This “secondary” shear layer first appears in the outer profile at X = 0.8 m, but 

by X = 0.85 m, it is apparent at all three spanwise locations—growing with streamwise 

development. While the cause of this phenomenon is not immediately apparent, and is 

possibly an experimental artifact, it occurs near the expected location of the eye of the 

streamwise vortical structure, F12, see Figure 5.5. Figure 5.5 and Figure 5.6 show that there 

is still significant crossflow velocity here and that it varies with wall-normal height, 

indicating that this secondary shear layer is not two-dimensional.  
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The off-surface flow structures presented in Chapter 5 and the curvature induced 

secondary flow presented in Chapter 6 provide some explanation for the spanwise variation 

in the mean flow that is present throughout its development. The cross-sectional sketch of 

the expected flow near reattachment, Figure 5.5, highlights the presence of streamwise 

vorticity that would tend to push the centerline flow downward and the outer flow upward. 

This would strengthen the centerline mean velocity profile, Z = 0 m, transferring the high 

momentum fluid from the freestream towards the surface and attenuating the outer mean 

velocity profiles, Z = -0.13 m and Z = -0.26 m, by transferring near-wall low momentum 

fluid away from the surface. The observed mean profiles of Figure 7.3 affirm this 

explanation.  

The streamwise development of the wall-normal component of mean velocity, V, 

is shown in Figure 7.4. Along the development plate, the velocity is uniform in both height 

and span. The first spanwise deviation in the flow occurs at X = 0.2 m, where velocity 

increases in the outer profile; however, the inner profiles quickly follow suit and there 

remains only minor spanwise variation throughout the rest of the flow evolution. While the 

presence of a strong upper inflection point was expected and observed in the streamwise 

mean profiles, it is also observed at the same locations in many of the wall-normal mean 

velocity profiles. However, the presence of a peak in 
dV

dy
 does not have an equivalent 

meaning to 
dU

dy
 in terms of its generation of spanwise vorticity. Here it is primarily attributed 

to the mean flow not fully following the local wall-normal coordinate system in which the 

data was collected. 
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Figure 7.4 Evolution of wall-normal profiles for Case A showing: spanwise 

variation of wall-normal mean velocity, V, for flow starting on the boundary layer 

development plate, X = -0.56 m, and continuing along the ramp through separation, 

reattachment, and recovery, X = 0.95 m 
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7.2.2 Case B – Smaller-Scale Separation 

The evolution of the streamwise mean velocity, U, profiles for the smaller-scale 

separation case, Case B, is presented in Figure 7.5. Like the flow in the larger-scale 

separation case, Case A, the flow is spanwise uniform along the development plate and at 

the start of the ramp, while the first signs of spanwise deviation occur farther down the 

ramp at X ≈ 0.4 m. Unlike those of Case A, the two center profiles, Z = 0 m and Z = -0.13 

m, show excellent agreement over the majority of their streamwise development and it is 

only the outer profile, Z = -0.26 m, that exhibits a velocity deficit, a deficit smaller than 

that of Case A. This trend continues through reattachment, X ≈ 0.75 m, after which the 

uniformity inverts; the middle profile, Z = -0.13 m, recovers at a slower rate and becomes 

uniform with the outer profile, Z = -0.26 m, all of this while the velocity deficit in the 

central region of the boundary layer lessens. As in Case A, the formation of a pronounced 

outer inflection point is observed beginning at X ≈ 0.4 m and continues throughout the 

separation and documented recovery regions. 

Figure 7.6 highlights the wall-normal component of mean velocity, V, for Case B, 

which shows good spanwise uniformity over the entire flow development. The secondary 

shear layer, or wake, that was observed in the upper recovery region for Case A is now 

only slightly noticeable, primarily in the outer profile at Z = -0.26 m from X ≈ 0.8 m – 0.85 

m and could easily go unnoticed, if not looked for. 
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Figure 7.5 Evolution of wall-normal profiles for Case B showing spanwise 

variation of streamwise mean velocity, U, for flow starting on the boundary layer 

development plate, X = -0.56 m, and continuing along the ramp through 

separation, reattachment, and recovery, X = 0.95 m 
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Figure 7.6 Evolution of wall-normal profiles for Case B showing spanwise variation 

of wall-normal mean velocity, V, for flow starting on the boundary layer 

development plate, X = -0.56 m, and continuing along the ramp through separation, 

reattachment, and recovery, X = 0.95 m 
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7.2.3 Case C – Attached Flow 

The evolution of the streamwise component of the mean flow, U, for the attached 

flow case, Case C, is shown in Figure 7.7. Overall, the flow development in the middle and 

outer regions of the boundary layer is very similar to that of the other two cases. Since the 

flow remains attached, the near-wall region must deviate. The spanwise uniformity of the 

flow lasts until X ≈ 0.5 m, after which, unlike the profiles of Case B, the outer two profiles, 

Z = -0.13 m and Z = -0.26 m, show excellent uniformity while the centerline, Z = 0 m, 

exhibits a fuller profile. This non-uniformity begins to vanish downstream of X ≈ 0.8 m, 

the profiles showing good spanwise agreement at the last measurement station, X ≈ 0.95 

m. Furthermore, it should be noted, that while the flow for Case C does not separate in the 

mean sense, instantaneous back flow does occur, which indicates that the flow is 

undergoing unsteady separation. This will be discussed in greater detail later in the chapter. 

As was observed for Cases A and B, there is little variation in the wall-normal 

component of the mean velocity, V, for Case C, see Figure 7.8. The variation at X ≈ 0.65 

m is the only variation present. This variation is explained by the realignment of the LDV 

probe between the acquisition of the different spanwise data set locations. The wall-normal 

velocity is so low that any slight discrepancy in the wall-normal angle alignment is 

amplified by the addition of the streamwise component of velocity. This is not a flow 

feature but rather an experimental artifact of the data collection process that uniquely 

occurred for the profiles at this location. Finally, the secondary shear layer, or wake, 

observed in Cases A and B is not observed here; this would be expected given the 

elimination of the primary flow separation structures. 
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Figure 7.7 Evolution of wall-normal profiles for Case C showing spanwise variation 

of streamwise mean velocity, U, for flow starting on the boundary layer development 

plate, X = -0.56 m, and continuing along the ramp through separation, reattachment, 

and recovery, X = 0.95 m 
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Figure 7.8 Evolution of wall-normal profiles for Case C showing spanwise variation 

of wall-normal mean velocity, V, for flow starting on the boundary layer development 

plate, X = -0.56 m, and continuing along the ramp through separation, reattachment, 

and recovery, X = 0.95 m 
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7.3 Turbulent Stress Development 

The streamwise development of the Reynolds stresses, both normal and shear, is 

presented here. The data are taken from the same set used for the mean flow development 

and its presentation will follow the same streamwise and spanwise locations. In order to 

better compare the spanwise variation in the data, the stresses are plotted in raw form, not 

scaled by height. The boundary layer height is a somewhat ambiguous13 quantity because 

it is difficult to accurately calculate and it loses meaning in a separated flow; therefore, 

scaling by its height may introduce additional error. 

7.3.1 Case A – Larger-Scale Separation 

Figure 7.9 presents the streamwise development of the turbulent normal stresses. 

The figure legend is the same as that for the mean flow; however, solid symbols represent 

the streamwise normal stress, 𝑢′𝑢′̅̅ ̅̅ ̅, and open symbols represent the wall-normal 

component, 𝑣′𝑣′̅̅ ̅̅ ̅. Likewise, Figure 7.10 presents the streamwise development of the 

turbulent shear stress, plotted separately for clarity. On the boundary layer development 

plate, the near wall peak in the normal and shear stresses is readily apparent. Farther along 

the ramp, when the pressure gradient becomes adverse, X ≈ 0.2 m,  the effect of the near 

wall peak diminishes and the outer peak in the turbulent stresses slowly grows in magnitude 

and moves away from the wall, demonstrating classic behavior of turbulent APG boundary 

layer flows. The development of this outer turbulence peak is associated with the embedded 

shear layer which forms due to the inflectional streamwise mean flow profiles.  

 

13 The boundary layer is an asymptotic quantity that can vary significantly due to uncertainty in 

the streamwise mean velocity. Due to low particle seeding concentrations near the edge of the boundary 

layer the number of data samples is low, leading to increased uncertainty. 
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As in the mean flow, the turbulent stresses begin to show slight spanwise variation 

around X = 0.1 m, which becomes more apparent shortly after the APG forms. Along the 

streamwise development, the general trend is that the central profile, Z = 0 m, experiences 

the smallest turbulence stresses and the outer profile, Z = -0.26 m, the largest. Interestingly, 

the wall-normal location where this disparity is observed is in the middle of the boundary 

layer, predominately above the stress peak, while the inner layer, near the location where 

the surface flow visualization showed three-dimensional effects, remains quite uniform 

across the measured span. The secondary shear layer, or wake, forming in the upper region 

of the boundary layer near reattachment, is quite visible from the turbulent stress profiles. 

Note that, due to low sample size, the centerline data for X = 0.95 m is not plotted as the 

turbulent statistics did not converge sufficiently. 
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Figure 7.9 Streamwise development of the turbulent normal stresses for Case A with 

solid symbols corresponding to the streamwise component, 𝑢′𝑢′̅̅ ̅̅ ̅, and open symbols 

corresponding to the wall-normal component, 𝑣′𝑣′̅̅ ̅̅ ̅ 
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Figure 7.10 Streamwise development of the turbulent shear stresses for Case A at 

multiple spanwise locations 
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7.3.2 Case B – Smaller-Scale Separation 

The streamwise development of the turbulent normal and shear stresses for the 

smaller-scale separation case, Case B, is shown in Figure 7.11 and Figure 7.12, 

respectively. Since the APG of Case B is very similar to that of Case A, just less severe, 

the development of the flow and turbulent stresses is likewise similar. The turbulent 

stresses develop a strong outer peak, with the onset of the APG, increase in magnitude, and 

initially move away from the wall. There is much improvement in the flow uniformity 

compared to Case A, with the two central spanwise locations, Z = 0 m and Z = -0.13 m, 

exhibiting excellent agreement over the majority of the streamwise flow development. 

Only the outer, Z = -0.26 m, profiles show higher turbulence levels. However, in general, 

the turbulent stress levels are around 20% - 35% lower in magnitude than Case A and peak 

about 25% closer to the wall. 

As was observed in the mean flow, the secondary shear layer, or wake, that was 

clearly visible for Case A is only slightly noticeable, primarily in the outer profile at Z = -

0.26 m, from X ≈ 0.8 m – 0.85 m, and could easily go unnoticed, if not looked for. 
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Figure 7.11 Streamwise development of the turbulent normal stresses for Case B with 

solid symbols corresponding to the streamwise component, 𝑢′𝑢′̅̅ ̅̅ ̅, and open symbols 

corresponding to the wall-normal component, 𝑣′𝑣′̅̅ ̅̅ ̅ 
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Figure 7.12 Streamwise development of the turbulent shear stresses for Case B at 

multiple spanwise locations 
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7.3.3 Case C – Attached Flow 

The streamwise development of the turbulent normal and shear stresses for the 

attached flow case, Case C, is shown in Figure 7.13 and Figure 7.14, respectively. The 

global trends for this attached flow case are the same as for the two separation cases, with 

two notable differences: (1) the spanwise uniformity of the turbulent stresses is very good 

over the majority of the streamwise development and (2) the overall turbulent stress levels 

are around 30% - 35% lower in magnitude than those in Case B, and 45% - 55% lower in 

magnitude than those in Case A. 
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Figure 7.13 Streamwise development of the turbulent normal stresses for Case C with 

solid symbols corresponding to the streamwise component, 𝑢′𝑢′̅̅ ̅̅ ̅, and open symbols 

corresponding to the wall-normal component, 𝑣′𝑣′̅̅ ̅̅ ̅ 
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Figure 7.14 Streamwise development of the turbulent shear stresses for Case C at 

multiple spanwise locations 
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7.4 Separation Extent 

While Chapter 4 analyzed the flow separation and reattachment topography using 

numerous surface flow visualization studies, this section describes the same flow 

separation and reattachment cases from a quantitative perspective. Thus far, flow 

separation has been treated in its true three-dimensional form. Here, each streamwise data 

set will be treated as if the flow were two-dimensional. The three-dimensionality will only 

be captured via the difference between these two-dimensional LDV data sets.  

In order to unify the understanding of turbulent flow separation, and provide a good 

groundwork, Simpson [107] and other participants at the Colloquium on Turbulent Flow 

Separation [108] proposed a set of terminology for two-dimensional steady flow 

separation. While the flow examined here is only quasi two-dimensional at best and the 

steadiness is still in question, the proposed terminology, taken from Simpson [107], will 

still be useful for comparison purposes: 

A. Detachment—the location where the boundary layer flow leaves the wall; the 

locus of points where the limiting streamline [in a time mean sense] of the flow 

leaves the surface. 

B. Reattachment—locus of points where the limiting streamline of the time-

averaged flow rejoins the surface. 

C. Separation—the total process consisting of detachment, recirculation, flow 

free-shear layer, and, in cases not involving a free wake, reattachment. 

D. Stall—zone of recirculating fluid created by pressure forces. 

E. Stalled Fluid—fluid with reverse or low velocity within a recirculating zone. 

Throughout this dissertation, the term “separation” was used to signify the same thing as 

“detachment”, as defined above. The distinction between these terms will only be made in 

the remainder of this chapter.  
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While the proposed terminology defines separation as the entire process of 

detachment and reattachment, detachment itself is a process. Simpson [107] states that 

detachment cannot simply be viewed as “vanishing surface shearing stress or flow 

reversal.” Instead, he lays out another method of looking at the separation process nearest 

the surface from the perspective of the time-mean fraction of the time the flow moves 

downstream, γp. Here γp = 1 corresponds to all the flow being directed downstream, and γp 

= 0 corresponds to all the flow being directed upstream. The first sign of flow reversal, γp 

= 0.99, corresponds to incipient detachment (ID), flow reversal 20% of the time, γp = 0.8, 

corresponds to intermittent transitory detachment (ITD), and flow reversal 50% of the time, 

γp = 0.5, corresponds to transitory detachment (TD), which is the same as detachment (D) 

if the probability distribution is Gaussian. While this method captures much of the 

unsteadiness of the detachment process, Simpson [107] warns that it is a necessary but 

insufficient variable to describe the flow behavior; “it represents only the fraction of a 

streamwise velocity probability distribution that is positive.”  

 The flow separation process will first be examined in terms of the mean flow 

detachment and reattachment (what is often simply reported as the separation region), after 

which the unsteadiness will be examined based upon the fraction of time the flow moves 

downstream, γp. Mean flow detachment and reattachment were calculated using a linear 

interpolation between sequential boundary layer profiles as follows 

 

𝑋𝑑𝑒𝑡 = 𝑋𝑖 + (𝑈𝑑𝑒𝑡 − 𝑈𝑖)
𝑋𝑖+1 − 𝑋𝑖

𝑈𝑖+1 − 𝑈𝑖

(7. 1) 
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where Xi is the global X-coordinate, i.e. Xi = 0.45 m, Xi+1 = 0.5 m, etc., and Ui is the 

streamwise mean flow near the surface, i.e. Ui = U(Xi, y ≈ 0), and Xdet is the detachment 

location at Udet = 0.  

Mean flow detachment and reattachment locations for Cases A and B, calculated 

using equation (7.1), are given in Table 7.1. Spanwise variations in detachment location 

range from X = 0.53 m to X = 0.44 m for Case A and from X = 0.56 m to X = 0.49 m for 

Case B, while variations in reattachment location only range from X = 0.82 m to X = 0.84 

m for Case A and from X = 0.73 m to X = 0.75 m for Case B. As a percentage of the ramp 

length (L = 0.9 m), over the spanwise region measured, the spanwise spatial variation in 

detachment location was 10% for Case A and 8% for Case B, whereas the variation in 

reattachment location was only 2% for both Cases A and B. This confirms what was already 

observed in the flow visualization, that the smaller-scale separation case, Case B, 

experiences an improvement in the spanwise uniformity of the detachment region. 

Furthermore, in all cases, reattachment is essentially spanwise uniform. The extent of the 

streamwise separation region, from detachment to reattachment, can be given in terms of a 

percentage of the ramp length, with all measurements taken along the X-axis, for each 

spanwise location. Separation extents range from 32% to 44% with the mean extent over 

this span being 39% for Case A. Similarly, for Case B, the separation extents range from 

19% to 30% with the mean extent over this range being 24%.  
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TABLE 7.1  

MEAN FLOW DETACHMENT AND REATTACHMENT 

 Case A Case B 

Location [m] XDet [m] XReatt [m] Extent [%] XDet [m] XReatt [m] Extent [%] 

Z = 0 0.53 0.82 32 0.56 0.73 19 

Z = -0.13 0.48 0.84 40 0.55 0.75 22 

Z = -0.26 0.44 0.84 44 0.49 0.76 30 

 

The method of determining detachment and reattachment just discussed 

interpolates the mean velocity data. It assumes that detachment, while possibly a function 

of span, occurs at a single streamwise location. To show that this is not the case, and that 

detachment is indeed a process evolving in the streamwise direction, the fraction of time 

the flow moves downstream, γp, must be examined. Here γp is calculated as 

 

𝛾𝑝  ≡
∑ ∆𝑇(𝑢𝑗>0)

𝑁
𝑗=1

∑ ∆𝑇(𝑢𝑗)
𝑁
𝑗=1

(7. 2) 

 

where uj is the instantaneous streamwise velocity measurement of the data set, N is the 

number of samples and ΔT is the transit time of a valid burst. The fraction of downstream 

flow defined here, γp, is based upon the number of samples headed downstream instead of 

the fraction of time the flow moves downstream. For a uniform sampling rate, this would 

be identical to the fraction of samples headed downstream; however, the sampling rate of 

LDV cannot be controlled by the user, but is instead a function of the frequency of valid 

bursts, as defined by the flow processor. 

Figure 7.15 shows the various states of detachment, as a function of the streamwise 

and spanwise extent, for Cases A, B, and C. The data used is from LDV measurements 
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taken approximately 0.5 mm off the surface, corresponding to approximately 1% of the 

local boundary layer thickness. For Case A, incipient detachment first occurs at X = 0.35 

m for the outer, Z = -0.26 m, profile and X = 0.41 m for the centerline, Z = 0 m, profile. 

As the flow progresses downstream, intermittent transitory detachment and transitory 

detachment follow with the three-dimensionality of the detachment process that is apparent 

from the offset between data sets. For Case B, incipient detachment occurs at almost the 

exact same location as for Case A; however, transitory detachment occurs farther 

downstream, corresponding to an approximate 30% increase in the extent of the 

detachment process. For both Cases A and B, transitory detachment is approximately the 

same as detachment as seen in Table 7.1. Case C, while fully attached in the mean, 

undergoes both incipient detachment, and intermittent transitory detachment, and comes 

just short of reaching transitory detachment. Here incipient detachment is mildly delayed 

compared to Cases A and B. 

 

Figure 7.15 Fraction of downstream flow, γp, just above the surface for Case A, B, and 

C, with red dashed lines highlighting incipient detachment (ID), γp = 0.99, intermittent 

transitory detachment (ITD), γp = 0.8, and transitory detachment (TD), γp = 0.5 
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While the spanwise averaged mean separation extent was shown to be 

approximately 39% for Case A and 24% for Case B, this only tells part of the story. The 

unsteady separation extent, roughly the streamwise extent over which γp < 1, is much larger 

than its mean counterpart, roughly twice the size, as highlighted in Figure 7.15. It is also 

apparent that γp never drops to zero in the separation zone, indicating that there is no 

location with backflow present at all times. This should not be surprising as other TBL 

flow separation experiments [109,110] exhibited similar phenomena with γp never reaching 

zero. 

Since the streamwise pressure gradient is often thought of as the driver of the flow, 

and ultimately provides the sufficient condition for it to separate, it is not surprising that it 

can be analyzed to predict detachment and reattachment. Studies by Simpson et al. [109] 

and Alving and Fernholz [111] conducted on reportedly-two-dimensional turbulent 

boundary layer separation noted that detachment occurs at a local minimum in the 

streamwise pressure gradient. This is likely true in this experiment as well and can be seen 

in Figure 7.16 (a1-c1), which highlights the streamwise pressure gradient and centerline 

detachment locations for Case A, B, and C. Furthermore, the subsequent local maximum 

in streamwise pressure gradient seemingly corresponds to reattachment. While 

reattachment did not occur or was not documented by Simpson et al. [109], in the work of 

Alving and Fernholz [111], reattachment also appears to be in close proximity to the local 

maximum in streamwise pressure gradient (although not identified by the authors). 
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Figure 7.16 Streamwise pressure (a) and pressure gradient (b) and (c) distributions for 

Cases A, B, and C. Detachment and reattachment locations, corresponding to γp = 0.5, 

are highlighted by vertical dashed lines for (a1)-(c1) while incipient detachment and 

full reattachment locations corresponding to γp = 0.99 and γp = 1 are highlighted by 

vertical dashed lines for (a2)-(c2), respectively. Note the ramp height, H, is used to 

non-dimensionalize the pressure gradient distributions. 
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The streamwise pressure distribution not only governs the detachment and 

reattachment of the mean flow but also the whole detachment and reattachment process. 

Incipient detachment for the three test cases corresponds well with the local minimum in 

𝑑2𝐶𝑝

𝑑𝑋2 , whereas the flow transitions to fully attached, γp = 1, just as the pressure gradient 

switches from mildly adverse to mildly favorable, which is also where Cp peaks. This can 

be seen in Figure 7.16 (a2)-(c2) where the dashed lines correspond to the locations of 

incipient detachment and full reattachment for Cases A, B, and C. These conclusions about 

correlations between the pressure distribution (and gradient distributions) and the degree 

of detachment, while derived from this work, also show excellent agreement with the 

experimental studies of both Alving and Fernholz [111] and Debien et al. [46], the latter of 

which examined both salient and smooth edge ramps. While no claims will be made on its 

general universality, it is apparent that for the type of work examined here the pressure 

distribution alone with adequate spatial resolution would be enough to accurately 

determine the various detachment and reattachment locations.  
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CHAPTER 8:  

SCALING THE FLOW DEVELOPMENT 

This chapter examines the streamwise development of the mean flow and turbulent 

stresses with the intent to provide a set of scaling parameters. As the savvy reader may 

expect, given 1) the flow three-dimensionality, 2) the variation in streamwise pressure 

gradient and surface curvature, and 3) separation of the flow in Cases A and B, and the 

attached flow for Case C, providing a set of universal scaling parameters that accurately 

captures the flow development is rather unlikely, if not impossible. While this may be the 

case, much can still be learned by examining the regions and variables where the flow can 

be scaled and where it cannot, and why these scalings either capture, or fail to capture, the 

relevant physics governing the developing flow. The primary scaling considered here is 

that utilizing embedded shear layer parameters first proposed by Schatzman and Thomas 

[56]. Somewhat surprisingly, the parameters provided by this approach will be shown to 

scale the mean flow development remarkably well. Adequately scaling the turbulent 

stresses turns out to be the greatest challenge, hence, much of this chapter examines the 

turbulent normal and shear stress development. Emphasis is placed on the role that 

streamwise surface curvature plays in its direct effect on the flow, via the radial pressure 

gradient, and its effect on the coordinate system in which the flow development is 

examined. 
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8.1 Review of Scaling APG Flows 

Many smooth-body APG flow studies [26,50,56,112,113] have investigated scaling 

the streamwise development of both mean flow and turbulence quantities. While quite a 

few approaches have been employed, the two basic patterns utilize parameters based on 

more traditional outer/external variables or treat the flow as a shear layer—a type of “mid 

variable” scaling14. Scalings based on the former are more likely to be compatible with FPG 

and ZPG flows, while scalings based on the latter are more likely to be compatible with 

separated flows and will be examined here.  

It is thought that the inflectional instability that forms in turbulent APG flows 

dominates the local flow physics and gives rise to an outer turbulence peak whose 

magnitude grows with streamwise distance and whose wall-normal location tracks the 

mean profile inflection point [50,56]. The strong inflectional nature of the mean flow 

profiles and its alignment with the peak turbulent stresses give these flows the strong 

resemblance to traditional shear layers which has been exploited to develop scaling 

parameters. This can take various forms; for example, Song and Eaton [28] scaled the wall-

normal height of the boundary layer profiles off of the mean profile inflection point, while 

Stella, Mazellier, and Kourta [113] used the momentum thickness. Both approaches work 

well at collapsing the profiles for Reynolds number variation and do a decent job of 

accounting for the movement of the turbulence peak away from the surface. However, the 

outer variable scaling, in the case of Stella et al. [113], and the mixed outer- and inflection-

point velocity scaling of Song and Eaton [28] did not account for the variation in magnitude 

 

14 Here the term “mid variable” is used since the outer mean profile inflection point, on which 

these scalings are based, is usually located near the middle of the boundary layer.  
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of the turbulent stresses associated with streamwise development. While both of these cases 

examined separated flows, prior to these studies, somewhat similar, albeit different, 

scalings were employed by Elsberry et al. [50] on attached TBL APG flows on the verge 

of separation. They successfully scale both the wall-normal and magnitude variation of the 

mean the turbulent stress profiles, but utilize different parameters for each, which included 

the Reynolds number, thus indicating that the flow was not in equilibrium. 

More direct applications of mixing/shear layer parameter scaling to separated flows 

have also been employed. Flow separation experiments on a backward facing step by Jovic 

[23] followed by LES simulations on a rounded, backward facing step by Dandois, Garnier, 

and Sagaut [114] both employed the same similarity scaling of the flow-field development 

via common mixing layer parameters. Jovic [23] acknowledged that while the embedded 

shear layer cannot be expected to match that of a self-similar mixing layer, his findings 

showed good qualitative agreement between the cases. The mean flow profiles exhibited 

good collapse, while the turbulent stress profiles only collapsed in the wall-normal 

direction and, instead, varied in magnitude, indicating that the flow had not yet achieved 

self-similarity. 

While the aforementioned studies have utilized shear layer scaling parameters to 

scale separated flows, and some have even commented on the similarity of features 

between attached flows and shear layers, Schatzman and Thomas [56] appear to be the first 

to employ shear layer scaling parameters on an attached, spatially varying flow (which also 

happened to be temporally varying). Analyzing quadrant 2 and quadrant 4 Reynolds stress 

components, they noticed that these took on common values where both the Reynolds 

stress peaked and the outer mean profile inflection point was located. This led them to 
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postulate that an embedded shear layer was the driver for the turbulent APG flow 

development. In addition to applying embedded shear layer scaling (referred to here as 

ESLS) to their own experiments with great success, they examined its universality by 

applying the scaling to the TBL APG flows of Marusic and Perry  [115] as well as those 

compiled by Coles and Hirst [116] from the AFOSR-IFP-Stanford Conference. In all the 

cases examined, the ESLS did a remarkable job of collapsing the data sets, including both 

wall-normal mean and turbulent stress profiles.  

Recently, Peterson, Vukasinovic, and Glezer [112,117] applied the ESLS of 

Schatzman and Thomas [56] to both a diffusing duct [117] and a wall-mounted airfoil 

[112]. Their experimental work transitioned back to smooth-body separating flows, but 

also expanded the application of ESLS to flows directly controlled by active flow control. 

They not only successfully scaled the mean flow using the standard ESLS, but also 

modified the scaling parameters to account for both the inviscidly unstable outer mean 

profile inflection point and the stable inner inflection point, which improved the collapse 

of the near wall data. While the collapse of the mean profiles was very robust, they did not 

experience the same success with the turbulent stress profiles; instead, they [112] state that 

“at present, there is no evidence that the Reynolds stresses can be scaled in the same manner 

[as the mean flow] and accordingly it cannot be argued that details of the flow dynamics 

are equivalent.” 

An important question that arises from the studies utilizing ESLS parameters is why 

the parameters appear to scale the turbulent stresses well in some cases, i.e. the work of 

Schatzman and Thomas [56], but not in others, i.e. the work of Peterson et al. [112,117]. 

What physical mechanism causes this disparity and how can it be accounted for? In this 
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chapter, we will revisit the ESLS of Schatzman and Thomas [56] by applying it to both an 

attached turbulent APG flow and a separated turbulent APG flow that develop over the 

same ramp geometry. The focus here will be to analyze the role of surface curvature. Our 

work, like that of Peterson et al. [112,117] is conducted on a geometry that experiences 

streamwise surface curvature, whereas the experiments of Schatzman and Thomas [56], 

and the additional data sets they analyzed, were conducted on flows developing over 

geometries without surface curvature.  

In Chapter 6 the role of streamwise surface curvature in generating secondary flow 

was discussed and shown to agree well with the observed surface flow visualization 

patterns. Likewise, this chapter will demonstrate that streamwise surface curvature also has 

an important impact on the development of the turbulent stresses. Here we will explore the 

development of the turbulent stresses, the application of embedded shear layer scaling, and 

the corresponding role that surface curvature and coordinate system orientation has on the 

scaling. It will be shown that the turbulent shear stresses streamwise growth is highly 

dependent on the coordinate system reference frame, while the turbulent normal stresses 

streamwise growth exhibits only mild dependence on reference frame. 

8.2 Shear Layer Growth Rate and Scaling Applicability 

The scaling proposed by Schatzman and Thomas [56] involving free shear layer 

parameters is illustrated in Figure 8.1. The length scale used is the embedded shear layer 

vorticity thickness defined as 
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𝛿𝜔(x) ≡  
𝑈𝑑

(
𝑑𝑈
𝑑𝑦

)
𝐼𝑃

(8. 1)
 

 

where the subscript IP denotes the quantity is to be evaluated at the outer inflection point, 

which is inviscidly unstable according to the Rayleigh-Fjørtoft theorem. The velocity is 

scaled by the velocity defect at the inflection point, 

 

𝑈𝑑 ≡ 𝑈𝑒 − 𝑈𝐼𝑃 (8. 2) 

 

Using these parameters, the scaled wall-normal coordinate is given by  

 

𝜂 ≡  
𝑦 − 𝑦𝐼𝑃

𝛿𝜔

(8. 3) 

 

and the scaled mean velocity is given by 

 

𝑈∗ ≡ 
𝑈𝑒 − 𝑈

𝑈𝑑

(8. 4) 
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Figure 8.1 Illustration of embedded 

shear layer scaling parameters for an 

inflectional mean velocity profile 

The growth rate of the vorticity thickness is a good indicator of the applicability of 

shear layer scaling. Bell and Mehta [118] note that for mixing layers, a linear growth rate 

is a necessary but insufficient condition for achieving self-similarity. Using the streamwise 

mean velocity data, presented in the last chapter, the vorticity thickness was calculated for 

all inflectional mean velocity profiles, and is presented in Figure 8.2. For the three cases, 

this typically occurs downstream of X = 0.4 m. The plotted data includes all three 

separation cases (A, B and C) and all three spanwise locations discussed in the previous 

chapter. Linear growth rates for each separation case are estimated from spanwise averaged 

curve fits and given in the figure legend. While there is obvious scatter in the data, it is 

apparent that the flow three-dimensionality near separation is dominated by the two-

dimensional shear layer instability, yielding a quasi-two-dimensional flow. Initially, the 
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growth rate is approximately linear, with Cases B and C having a common value of 
𝑑𝛿𝜔

𝑑𝑋
≈

0.03, and Case A having a higher value of 
𝑑𝛿𝜔

𝑑𝑋
≈ 0.054. For Cases B and C, it is apparent 

that the growth rate does not persist past X = 0.8 m and X = 0.75 m, respectively. This 

change in growth rate occurs because the streamwise pressure gradient switches from 

adverse to favorable just downstream of these locations, as observed in Figure 7.16 of the 

previous chapter. Any scaling of the flow should only be attempted in this linear vorticity 

thickness growth rate region. 

 

Figure 8.2 Vorticity thickness growth rates for Cases A, B, and C 

highlighting an initial uniform growth rate for Cases B and C and higher 

growth rate for Case A. Note that the solid lines are spanwise-averaged 

linear curve fits. 
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The vorticity thickness growth rates presented in Figure 8.2 are much lower than 

those of typical turbulent mixing layers. In their work on turbulent mixing layers, Browand 

and Troutt [119] showed a universal linear growth-rate of 
𝑑𝜃

𝑑𝑥
= 0.034𝜆 which they stated 

was equivalent to 
𝑑𝛿𝜔

𝑑𝑥
= 0.17𝜆 where λ is the speed ratio of the two layers and is equal to 

𝜆 ≈ 1 for a boundary layer. Cherry, Hillier, and Latour [120] showed that the vorticity 

thickness growth rate appeared to be universal with a value of 
𝑑𝛿𝜔

𝑑𝑥
= 0.17, which is 

significantly larger than that observed in the current set of experiments. This discrepancy 

comes from the definition of the vorticity thickness. Schatzman and Thomas [56] use the 

velocity defect to define the vorticity thickness whereas in shear layers the velocity 

difference, Uhigh - Ulow, is typically used. For the case of a boundary layer, the velocity 

difference would predominately be the external velocity, Ue, with the addition of any small 

reverse flow velocity. This alternate vorticity thickness definition is given below. 

 

𝛿𝜔𝑎𝑙𝑡
(x) ≡  

𝑈𝑒

(
𝑑𝑈
𝑑𝑦

)
𝐼𝑃

(8. 5)
 

 

The vorticity thickness growth calculated using this alternate definition is shown in 

Figure 8.3, and the growth rates come out to be 
𝑑𝛿𝜔𝑎𝑙𝑡

𝑑𝑥
= 0.11, 

𝑑𝛿𝜔𝑎𝑙𝑡

𝑑𝑥
= 0.083, 

and 
𝑑𝛿𝜔𝑎𝑙𝑡

𝑑𝑥
= 0.087 for Cases A, B, and C, respectively. These values are much closer to 

those typically found in shear layers. The generalized momentum thickness, θSL, is another 

parameter that is frequently used to analyze flow development. It is defined as: 
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𝜃𝑆𝐿(x) ≡  ∫
𝑈(𝑥, 𝑦) − 𝑈𝑚𝑖𝑛(𝑥)

𝑈∞(𝑥) − 𝑈𝑚𝑖𝑛(𝑥)

∞

𝑦𝑚𝑖𝑛

(1 − 
𝑈(𝑥, 𝑦) − 𝑈𝑚𝑖𝑛(𝑥)

𝑈∞(𝑥) − 𝑈𝑚𝑖𝑛(𝑥)
)𝑑𝑦, (8. 6) 

and is shown in Figure 8.4. It also exhibits a linear growth rate that is slightly lower than 

that of a typical shear layer.  

 

Figure 8.3 Modified vorticity thickness growth rate for Cases A, B, and 

C with the solid lines giving the spanwise averaged linear curve fits 
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Figure 8.4 Generalized momentum thickness growth rates for Cases A, B 

and C, with the solid lines giving the spanwise averaged linear curve fits 

The flow observed in this experiment has many similar features to that of 

Schatzman and Thomas [56], including a vorticity thickness that grows linearly in the 

streamwise direction and at roughly the same rate as the local boundary layer thickness, 

with 𝛿𝜔 𝛿⁄ = 𝑐𝑜𝑛𝑠𝑡. ≈ 0.3, included in Appendix F.1. This suggests that embedded shear 

layer scaling would also be applicable to this experimental data set. The flow examined by 

Schatzman and Thomas [56] was an attached APG flow, so Case C is the most comparable 

case. However, to examine how the scaling applies for separated flows, as it should since 

it was developed for a shear layer, Case B will also be considered. Cases B and C 

experience similar boundary layer and vorticity thickness growth rates, which should allow 

a more direct comparison between separated and attached flow cases. Thus, the remainder 

of this chapter will only discuss these two test cases, focusing on the regions with 
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inflectional mean velocity profiles and developing in the APG region. This will include 

profiles from X = 0.4-0.8 m for Case B and from X = 0.45-0.75 m for Case C. Additionally, 

while many of the trends are maintained for the off-center spanwise locations, for clarity, 

the analysis will be restricted to the centerline data. 

8.3 Outer Variable Scaling 

In order to gauge how well ESLS parameters scale the flow development, the mean 

velocity and turbulent normal and shear stress profiles are shown using conventional outer 

variable scaling in Figure 8.5 and Figure 8.6, respectively. As would be expected, the 

collapse of the data is far from ideal due to the nonequilibrium APG. The mean flow 

profiles strongly show the effect of the APG, even for attached flow Case C, and are far 

from equilibrium. Keep in mind that for Case B the data include mean velocity profiles 

upstream of, throughout, and downstream of separation. The turbulent stress data in the 

near wall and freestream regions collapse well. However, in the central boundary layer 

region, there is a clear outward growth in the peak turbulent stress and an increase in 

magnitude with streamwise development.  
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Figure 8.5 Conventional outer variable scaling of the mean flow of the centerline data 

for Case B (a) and Case C (b) 

Figure 8.6 Conventional outer variable scaling of the turbulent normal, (a) and (b) and 

shear, (c) and (d), stresses of the centerline data for Case B, (a) and (c), and Case C, (b) 

and (d) 
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8.4 Embedded Shear Layer Scaling 

While conventional outer variables scale the mean flow development rather poorly, 

applying embedded shear layer scaling actually scales it quite well. Figure 8.7 shows the 

same mean flow profiles given in Figure 8.5, now scaled using ESLS parameters. The result 

is quite remarkable, as the data obviously exhibit a good collapse indicating that, away 

from the surface the embedded free shear layer dominates the local flow physics. Over 

most of the boundary layer, the scaled mean velocity profiles are well approximated by the 

functional form 

 

𝑈∗ =  1 − tanh(𝜂) (8. 7) 

 

In the near wall region, the no-slip or separation conditions cause the data to deviate from 

this functional form, yet the individual collapse is still good. While the profiles shown in 

Figure 8.7 only include centerline data, the off-center profiles, as well as those occurring 

downstream where the pressure gradient changes, also exhibit fairly good collapse and are 

included in Appendix F.2.  
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Figure 8.7 Embedded shear layer scaling of the inflectional mean velocity profiles of 

the centerline data for Case B (a) and Case C (b) 

When the embedded shear layer scaling is applied to the turbulent normal and shear 

stresses there is significant variation in the magnitude of the scaled stresses, as shown in 

Figure 8.8. For the normal stress, √𝑢′2̅̅ ̅̅ , the variation in magnitude appears to be centered 

around the peak value of √𝑢′2̅̅ ̅̅
𝑝𝑒𝑎𝑘 𝑈𝑑⁄ ≈ 0.21, which was the constant peak value 

observed in the non-curvature APG data sets analyzed by Schatzman and Thomas [56]. As 

for the turbulent shear stress, -𝑢′𝑣′̅̅ ̅̅ ̅, the trend is the same and the scaled magnitude varies 

with streamwise location. Note that while Figure 8.8 only shows the centerline profiles, the 

off-span profiles exhibited similar trends. Furthermore, for both stress components there is 

a subtle variation in the scaled wall-normal coordinate of the stress peaks. This is shown 

by the black dashed lines in Figure 8.8 that deviate from the horizontal line, η = 0, 

corresponding to the wall-normal location of the outer inflection point. Hence, there are 

two streamwise development variation trends that need to be examined. First, the variation 

in the wall-normal peak location, i.e. why η(X) varies from zero, will be analyzed. Next, 

the increase in scaled stress magnitude with streamwise development, i.e. why the defect 

velocity fails to account for the increasing stresses, will be analyzed. 
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Figure 8.8 Embedded shear layer scaling of the turbulent normal, (a) and (b), and 

shear, (c) and (d), stresses of the centerline data for Case B, (a) and (c), and Case C, 

(b) and (d). Note the black dashed lines show the deviation of the peak turbulent 

stresses from η = 0. 

8.5 Accounting for the Wall-Normal Variation in Stress Peak 

The subtle variation in the scaled wall-normal coordinate indicates that the 

turbulence peak is not precisely tracking the inflection point of the mean profile (η = 0), as 

would be expected. This can be shown even more clearly by plotting the wall-normal 

locations of the peak turbulent normal stress, 𝑦𝑢𝑢𝑝
, and outer mean profile inflection point, 

𝑦𝐼𝑃, in Figure 8.9. Note that the turbulent shear stress (not shown here) follows the same 

peak wall-normal location as the turbulent normal stress. Initially, the wall-normal location 

of the peak normal stress appears to closely follow that of the mean profile inflection point, 
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however its subsequent movement away from the wall does not match that of the inflection 

point and the disparity widens with streamwise distance. For Case B, Figure 8.9.a, this 

trend continues throughout the separation region; however, after the flow reattaches, the 

disparity narrows. For the attached flow of Case C, Figure 8.9.b, the widening trend 

continues.  

 

Figure 8.9 Wall-normal growth of the location of the peak turbulent normal stress 

and upper mean profile inflection point for the centerline data for Case B (a) and Case 

C (b) 

The deviation of the peak turbulent stresses from the mean profile inflection point 

has also been observed in other similar experiments. In their study of a separating, 

reattaching, and recovering turbulent boundary layer developing over a rounded backward 

facing step, Song and Eaton [28] scaled the turbulent normal and shear stresses using the 

mean profile inflection point. They noticed that the profiles collapsed well among 

themselves and that both the stress peaks and inflection point locations were not dependent 

on Reynolds number. While they did not point out the extent of the deviation of the stress 

peak from the inflection point, examine its streamwise variation, or draw much attention 
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to it, analysis of their data [28] shows that most of it falls into the range of 𝑦𝑢𝑢𝑝
𝑦𝐼𝑃⁄  ≈

0.7 − 0.8, where 𝑦𝑢𝑢𝑝
 is location of the peak turbulent normal stress and 𝑦𝐼𝑃 is the outer 

mean profile inflection point location. 

In order to better analyze the physical mechanism causing the peak turbulent 

stresses’ movement away from the mean profile inflection point, the data of Figure 8.9 is 

replotted as the ratio of peak normal stress location over the mean profile inflection point 

location, 𝑦𝑢𝑢𝑝
𝑦𝐼𝑃⁄ , as a function of streamwise development and is shown in Figure 8.10.a. 

This plot more clearly reveals that initially the peak stress location is above the mean 

profile inflection point. Around X = 0.45-0.5 m, the peak stress location drops below the 

inflection point, and then around X = 0.55 m, it stabilizes to a ratio of approximately 0.82, 

which is similar to that of Song and Eaton [28]. This switch in location of the peak stress 

from above to below the inflection point at X = 0.45 m occurs right as the ramp surface 

curvature changes from convex to concave, indicating that the deviation is the result of 

surface curvature. Furthermore, the trend is the same regardless of whether the flow is 

separated or attached. The coincidence of the inflection point and peak normal stress 

around X = 0.45 m, where there is no surface curvature, demonstrates support for the 

argument that the developing outer turbulence peak is associated with the inflectional 

instability of the mean flow, and it only deviates due to some physical effect that we expect 

is the result of surface curvature. 
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Figure 8.10 Plots showing the centerline peak turbulent normal stress location as it falls 

below the mean profile inflection point location and stabilizes around 0.82 (a), and the 

centerline peak turbulent normal stress location versus the mean profile inflection point 

location showing constant proportional growth for both cases (b) 

As was shown in Chapter 6, the centrifugal force produced by the streamwise 

surface curvature likely generates secondary flow that is directed outward and inward along 

the convex and concave regions of the ramp, respectively. This may lead to wall-normal 

transport of the turbulent stresses and their deviation from the mean profile inflection point, 

as has been observed. Another way of examining the deviation of the turbulent normal 

stress peak from the mean profile inflection point is shown in Figure 8.10.b, which plots 

the peak turbulent normal stress location against the mean profile inflection point location. 

The peak turbulent normal stress location grows at a rate proportional to the inflection point 

location. This growth rate is the same for Cases B and C and is shown by the common 

linear fit. The intersection of the linear fit line with the directly proportional, equal growth 

rate line occurs just after the flow transitions from convex to concave curvature, again, 

highlighting the influence of surface curvature. 
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8.6 Modified Embedded Shear Layer Scaling 

The wall-normal deviation of the peak stresses from the mean profile inflection 

point implies that any scaling of the turbulent stress profiles based upon the inflection point 

location will be in error. This error can be accounted for by adjusting the scaling variable 

η to track the stress peak location instead of the mean profile inflection point. The modified 

scaling variables are shown in Figure 8.11 and designated with a subscript ‘p’ which 

denotes that the scaling is based off the wall-normal location of the peak turbulent stress 

value. Note that for most of the profiles, the stress peak is below the inflection point, 

because most of the inflectional profiles occur over the concave curvature region. This not 

only changes the wall normal scaling, ηp, but also increases the modified defect velocity, 

Udp, and vorticity thickness, δωp. 
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Figure 8.11 Illustration of the modified 

embedded shear layer scaling parameters 

for an inflectional mean velocity profile 

While the modified scaling is employed to better scale the turbulent stress profiles, 

it should first be examined in its application to the mean flow profiles, Figure 8.12. 

Surprisingly, the modified parameters do a very good job of scaling the mean flow—

perhaps slightly better than the original scaling parameters. In the near wall region, the 

collapse of the mean flow data is better than that shown in Figure 8.7, while in the outer 

profile region, it is slightly worse. This slight change in the quality of the fit makes sense 

because the location the scaling is based around, originally the mean profile inflection point 

and now the peak stress location, moves closer to the wall. Regarding this modified scaling, 

keep in mind that length and velocity scales are typically based on the mean profile and 

then applied to the turbulent stresses. This modified scaling operates somewhat out of 
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order, using scaling parameters that originate in the turbulent stress profile but are then 

actually defined by the mean velocity profile. 

 

Figure 8.12 Modified embedded shear layer scaling of the inflectional mean velocity 

profiles for Case B (a) and Case C (b) for all spanwise locations 

As for the scaled turbulent normal and shear stresses, shown in Figure 8.13, not 

only does the wall-normal coordinate collapse (as it now must by definition), but the slight 

change in the location on which the scaling is based has also altered the defect velocity, 

Udp, so as to produce a tighter collapse in magnitude—still centered near the peak value of 

√𝑢′2̅̅ ̅̅
𝑝𝑒𝑎𝑘 𝑈𝑑⁄ ≈ 0.21 as highlighted in the figure. While the collapse is significantly better 

than the original scaling, there is still variation in the turbulent stress magnitudes which 

appears to increase with streamwise development. 
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Figure 8.13 Modified embedded shear layer scaling of the turbulent normal, (a) and 

(b), and shear, (c) and (d), stresses of the centerline data for Case B, (a) and (c), and 

Case C, (b) and (d) 

8.7 Streamwise Surface Curvature Effects 

The growth in magnitude of the turbulent stresses, shown in Figure 8.13, is likely 

the result of streamwise surface curvature. The significance of surface curvature in a given 

flow is usually expressed as the ratio of the local boundary layer thickness to the local 

radius of curvature and is shown in Figure 8.14. Here, convex curvature is denoted as 

positive and concave curvature as negative. The leading edge of the ramp exhibits zero 

curvature followed by a region of convex curvature from X = 0 m to X = 0.45 m and 

concave curvature from X = 0.45 m to X = 0.9 m. The halfway point, X = 0.45 m, exhibits 

zero curvature as do the trailing edge and all locations downstream. Figure 8.14 shows that 
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in the convex region, the local boundary layer thickness approaches 3.3% of the radius of 

curvature, while in the concave region downstream it surpasses 11%, due to the thickening 

of the separated boundary layer—both values are significant. 

 

Figure 8.14 The significance of surface curvature along the 

ramp plotted as the ratio of local boundary layer thickness 

to local radius of curvature with convex curvature being 

positive and concave curvature negative 

The effect of surface curvature on turbulent boundary layers has received much 

attention throughout the years. Many have conducted studies on concave curvature 

[121,122], convex curvature, [123–125] and both [126,127]. For flows involving mild 

convex curvature, with 𝛿/𝑅 > 1%, turbulent stresses have been shown to be suppressed 

below plane flow values [123,124] and suppressed in their diffusion away from the wall 

[127]. On the other hand, for flows involving concave curvature, a type of longitudinal 

vortices are reported to be generated that, in conjunction with the curvature, change the 

turbulence structure and increase turbulent stress values away from the wall [121,122]. 
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These and other effects are discussed in a review of the subject by Patel and Sotiropoulos 

[128], who also summarize four generally recognized and uncontested statements 

regarding curvature effects, which they state as: 

1. The effects of curvature (on the turbulence) are nonlinear, being

proportionately larger on mildly curved (δ/R < 0.01, say) surfaces than

on surfaces with moderate (δ/R ~ 0.1) or strong curvature (δ/R ~ 1)

2. The effects of convex and concave curvatures are opposite and

asymmetric

3. A turbulent flow responds to convex curvature faster than to concave

curvature

4. A turbulent flow recovers slower from convex curvature than from a

concave curvature

This summary regards curvature, without considering pressure gradient effects. 

While some of these studies have considered regions containing a mild pressure gradient, 

over the majority of their streamwise development, the pressure variation was subtle, 

largely removing its effect. Moreover, many suggest that the effects of pressure gradients 

are more prominent than those of surface curvature and hence would dominate the flow 

[128]; however, this is not necessarily the case.  

A joint university study reported by Cullen et al. [129] compared a smooth-body 

APG flow developing over a curved ramp geometry to that developing over a flat plate 

geometry. The study found that for the flat plate, both the mean and turbulence intensity 

profiles collapsed when scaled using local freestream velocity and momentum thickness, 

whereas for the curved ramp geometry, only the mean profiles collapsed. Instead, the 

turbulence intensity only scaled in the wall-normal direction with the peak magnitude 

growing with downstream extent. The authors attribute this difference to the “concave 

curvature causing a lack of equilibrium in the boundary layer” and remark that this is 
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noteworthy evidence “that concave surface curvature, generally considered as being 

secondary to a strong adverse pressure gradient, plays a very significant role in a flow 

approaching separation” [129]. 

Although the aforementioned studies are for boundary layers, the impact of surface 

curvature on the turbulent stresses behaves in much the same way for curved shear/mixing 

layers [130–132]. Plesniak, Mehta, and Johnston [130], for example, showed that stable 

curvature can reduce the turbulent stresses by as much as twice that of similar unstable 

curvature, with the straight layer value laying in-between. Note that surface curvature is 

considered stable if the radial gradient of angular momentum is positive [131]; this equates 

to convex curvature for a boundary layer. Likewise, surface curvature is considered 

unstable if the radial gradient of angular momentum is negative; this equates to concave 

curvature for a boundary layer. The similar influence of curvature on the turbulent stress 

development in boundary and shear layers implies that it is insignificant whether the flow 

is attached or separated. This is also supported by the similar trends in turbulent stress 

development for the separated flow Case B and attached flow Case C. 

The effects of surface curvature described in this brief review are very similar to 

those observed in the ND ramp experiments. Before discussing how these effects manifest 

themselves in the ND ramp experiments, it is instructive to provide a comparison of the 

original and modified ESLS peak stress growth rates as a function of streamwise extent, 

Figure 8.15. Notice that with the modified scaling there is excellent agreement for Cases 

B and C, as they both take on common growth rates and initial turbulent stress values. The 

linear curve fits are shown in Figure 8.15.b as the solid blue and green lines for the turbulent 

normal and shear stresses, respectively. This is not the case for the original scaling, where 
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Case B has both higher growth rates and higher initial turbulent stress values than Case C. 

Here, the linear curve fits are shown in Figure 8.15.a as the solid lines for Case B and 

dashed lines for Case C, with the turbulent normal and shear stresses distinguished by blue 

and green lines, respectively. The linear fits’ commonality for the modified scaling provide 

another reason why accounting for the turbulent stress peaks deviation from the mean 

profile inflection point is necessary to properly scale the flow and understand its 

development. 

 

Figure 8.15 Streamwise growth of the peak turbulent normal and shear stresses scaled 

using both original (a) and modified (b) embedded shear layer scaling with linear fit(s) 

applied to each data set 
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For either defect velocity scaling, in general, the turbulent normal and shear stress 

profiles that have attenuated magnitudes, compared to similarly scaled flow developing 

over a straight geometry, occur over the convex region (which is stabilizing), whereas those 

that exhibit increased magnitudes occur over the concave region (which is unstable). Here 

the reference values15 are 𝑢′𝑢′̅̅ ̅̅ ̅̅ )𝑝𝑒𝑎𝑘 𝑈𝑑
2⁄ ≈ 0.044 for the normal stress and -

𝑢′𝑣′̅̅ ̅̅ ̅̅ )𝑝𝑒𝑎𝑘 𝑈𝑑
2⁄ ≈ 0.011 for the shear stress, which are the values know to collapse the flat 

plate APG BL data from Schatzman and Thomas [56] and are shown as horizontal red 

dashed lines in Figure 8.15. Note that now, for consistency, the streamwise normal stress 

is defined as 𝑢′𝑢′̅̅ ̅̅ ̅̅ )𝑝𝑒𝑎𝑘 𝑈𝑑𝑝
2⁄ , which is the square of that shown Figure 8.13.a-b. The slow 

recovery from convex curvature and slow response to concave curvature can also be seen 

in Figure 8.15. For example, Figure 8.15.b shows that both the normal and shear turbulent 

stress peak magnitudes surpass the reference values around X = 0.55m, which is 

downstream from where the curvature becomes concave. For the original scaling, the trend 

is not as clear. In Figure 8.15.a, the turbulent stresses for Case C show a delayed response 

time while those of Case B do not. 

The shear layer experiments of Plesniak, Mehta, and Johnston [130] showed that 

the application of a constant curvature either magnifies or attenuates the turbulent stresses 

to a constant value once similarity is reached. For the ramp flow experiments, the curvature 

is continuously changing, so it should not be expected to reach a state of similarity. This, 

in combination with the delayed response time, makes any direct correlation between the 

 

15 Note that the reference values in Figure 8.15.b are given in terms of Udp, not Ud, so a direct 

comparison to the reference flat plate data (where Ud is used) is likely to deviate slightly, as is observed.  
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turbulent stress magnitudes and the local ramp curvature rather difficult. The time scales 

of the mean flow (see Appendix F.3) are much smaller than those of the turbulent stresses, 

hence the mean flow is able to respond to the ramp curvature much faster than the turbulent 

stresses are able to. Overall, this provides evidence that the ramp surface curvature is the 

primary factor causing the turbulent normal stresses to be out of equilibrium with the mean 

flow when scaled using embedded shear layer parameters, original or modified. 

If the growth of the peak turbulent stresses can properly be accounted for, and a set 

of scaling parameters presented, how well could they collapse the stress profiles? Figure 

8.16 answers this question by showing the same turbulent normal and shear stress profiles 

presented in Figure 8.13, now scaled with both the modified ESLS and the stress 

magnitudes that have been scaled by the stress peaks shown in Figure 8.15.b. All of the 

profiles exhibit excellent collapse. This normalization implies that the shapes of turbulent 

stress profiles do not change significantly and that if the stress peak growth can be 

accounted for, a scaling may exist. It should be emphasized that the results of Figure 8.16 

do not provide a set of generic scaling parameters in and of themselves, rather, they show 

that it may be possible to scale the flow. 
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Figure 8.16 Modified embedded shear layer scaling and peak stress normalization 

of the turbulent normal, (a) and (b), and shear, (c) and (d), stresses of the 

centerline data for Case B, (a) and (c), and Case C, (b) and (d) 

8.8 Coordinate Rotation for Reynolds Shear Stress 

Thus far, the mean and turbulent stresses have been examined in a wall-normal 

coordinate system. This captures the physics of a developing boundary layer that is tracking 

the local wall curvature. However, this should really be thought of as the mean flow 

tracking the local wall curvature because the time scales of the mean flow are smaller than 

those of the turbulence stresses. Furthermore, it was noted above that a flow is slower to 

respond to concave curvature and slower to recover from convex curvature. Since the flow 

over the ramp rapidly transitions from a region of convex to concave curvature, it was 

hypothesized that the turbulent shear stresses may not be tracking the wall and may be, in 

effect, frozen. This result would not be observable in the streamwise variation of the wall-
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normal profiles, as the turbulent shear stress is highly dependent on the coordinate system 

in which it is calculated, i.e. it is not invariant to coordinate rotation. While the turbulent 

normal stresses are also dependent on the coordinate system, they are only mildly 

dependent, as will be shown below. 

While the data were collected in a locally wall-normal coordinate system, it is of 

interest to recalculate the turbulent shear stresses from the concave regions (0.45 m < X < 

0.9 m) in a reference coordinate system aligned with that of X = 0.45 m. This coordinate 

system was chosen because it corresponds to the location between convex and concave 

surface curvature on the ramp. This process can be conducted in two ways: (1) by rotating 

the coordinate system before calculating the turbulent shear stress correlation, which 

requires reprocessing the original time series of data, or (2) by using a second order tensor 

transformation, equation (8.8), on the existing turbulent shear stresses to rotate the 

coordinate system through the angle θ, which utilizes the normal stresses. 

 

𝑢′𝑣′̅̅ ̅̅ ̅ =  
1

2
[(𝑣′𝑣′̅̅ ̅̅ ̅̅ )𝑙 − (𝑢′𝑢′̅̅ ̅̅ ̅̅ )𝑙] sin(2𝜃) + (𝑢′𝑣′̅̅ ̅̅ ̅)

𝑙
cos(2𝜃) (8. 8) 

 

In equation (8.8), the subscript ‘l’ corresponds to a value in the original local coordinate 

system and θ is the angle of rotation to the new system aligned wall-normal with X = 0.45 

m. Both methods were utilized and are in full agreement with one another. Using the first 

method, shown in Figure 8.17.a, one can see how the rotation of the coordinate system at 

a single point changes the u-v scatter plot such that the shear stress correlation is weakened. 

This can also be seen for an entire profile in Figure 8.17.b. For example, this figure shows 

the original turbulent shear stress profile for Case B at X = 0.6 m and X = 0.45 m and the 
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turbulent shear stress at X = 0.6 m rotated so that its coordinate system matches that of X 

= 0.45 m. While the profile has widened in its wall-normal extent, remarkably, the 

magnitudes of the peaks are in good agreement. 

 

Figure 8.17 Illustration of the rotated turbulent shear stress correlation for a single point 

(a) and for an entire profile (b). Part (b) shows the original turbulent shear stress at X 

= 0.6 m and X = 0.45 m and the turbulent shear stress at X = 0.6 m rotated so that its 

coordinate system matches that of X = 0.45 m. 
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Repeating this process for all centerline profiles ranging from X = 0.45 m to X = 

0.8 m, shown in Figure 8.18.a-b, yields the same remarkable result—the magnitude of peak 

turbulent shear stress in each case remains constant, see Figure 8.18.c-d. This seems to 

imply that the turbulent shear stress is not tracking the wall in the concave region but 

instead is being advected downstream, seemingly unaware that the wall is curving up 

toward it. Another way to picture this is to imagine that the ramp surface, tangent at X = 

0.45, extends linearly downstream instead of curving up into the flow. This is shown as the 

zero-curvature extension in Figure 8.17. In this hypothetical scenario, the coordinate 

system of the flow does not rotate counterclockwise (as a local wall-normal coordinate 

system would) in the streamwise development, but instead remains constant. This is what 

the turbulent shear stresses seem to experience, and the farther away the flow is from the 

wall, the less likely it is to sense the ramp curvature. Figure 8.18.c and Figure 8.18.d show 

that in the near-wall region, the rotated turbulent shear stresses are reduced enough to 

change signs. While this change of signs could be due to reversed flow, it is more feasible 

that the flow is tracking the wall here and the rotation over predicts reality. 
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Figure 8.18 Comparison of unscaled turbulent shear stresses, (a) and (b), and unscaled 

turbulent shear stresses now rotated to wall-normal reference frame at X = 0.45 m, (c) 

and (d) 

Since the modified embedded shear layer scaling adequately scaled the wall-normal 

coordinate of the turbulent stresses, it is applied again here. This time, the turbulent shear 

stresses were first rotated and then scaled with the modified defect velocity, 𝑈𝑑𝑝
2 . The 

result, shown in Figure 8.19, is a set of neatly collapsed profiles with a peak value of 

approximately −𝑢′𝑣′̅̅ ̅̅ ̅̅ )𝑝𝑒𝑎𝑘 𝑈𝑑𝑝
2⁄ ≈ 0.009, which is slightly less than the value of  

−𝑢′𝑣′̅̅ ̅̅ ̅̅ )𝑝𝑒𝑎𝑘 𝑈𝑑
2⁄ ≈ 0.011, which was observed in the cases without surface curvature. As 

mentioned before, this small difference is likely present because the modified defect 

velocity, Udp, is slightly larger than the original defect velocity, Ud, since the turbulent 
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stress peak lies below the mean profile inflection point. Even with this small difference, 

the magnitudes still exhibit very good collapse among themselves.  

 

Figure 8.19 Turbulent shear stress profiles rotated to the X = 0.45 m wall-normal 

reference frame and scaled using the modified embedded shear layer scaling for Case 

B (a) and Case C (b) 

As alluded to earlier, the rotation of the coordinate system that was just applied will 

not work with the turbulent normal stresses, as they are only mildly dependent on the 

coordinate system orientation. To show this, the data from Figure 8.15, which gives the 

peak turbulent normal and shear stresses, are replotted in Figure 8.20 and now include the 

peak stresses rotated to the X = 0.45 m wall-normal reference frame. Examining the 

modified ESLS in Figure 8.20.b, we see that the scaled peak turbulent shear stresses, once 

rotated, change from having a positive streamwise growth rate, solid green line, to an 

approximately-zero growth rate, the solid black line. This is what was observed as a 

constant turbulent shear stress peak in Figure 8.18.c-d and Figure 8.19. The scaled peak 

turbulent normal stresses, however, undergo almost no change in growth rate after rotating 

their reference frame, as the solid blue and red lines indicate. What this implies is that 

destabilizing streamwise curvature (which is concave in the cases examined here) acts to 
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enhance the turbulent normal stresses. It is not simply a rotation of the reference frame that 

produces the higher stress values. 

 

Figure 8.20 Comparison of peak turbulent normal and shear stresses with that of those 

rotated to the X = 0.45 m wall-normal reference frame and scaled using both original (a) 

and modified (b) embedded shear layer scaling with linear fits applied to each data set 

While it was just shown that the peak turbulent normal and shear stresses behave 

differently when analyzed in the locally wall-normal and fixed (rotated to X = 0.45 m) 

coordinated systems, the physical mechanism for this is still not fully understood. One 

possible way to examine this further is to analyze the turbulent kinetic energy (TKE) 

production. In tensor notation, production of TKE, per unit mass, is defined as 

 

𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 =  −𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅
1

2
(
𝜕𝑈𝑖

𝜕𝑥𝑗
+ 

𝜕𝑈𝑗

𝜕𝑥𝑖
). (8. 9) 

 

Assuming the flow is two-dimensional and that 
𝜕𝑉

𝜕𝑋
 is small, equation (8.9) can be simplified 

to: 
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𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 =  −𝑢′𝑣′̅̅ ̅̅ ̅̅
𝜕𝑈

𝜕𝑦
+ (𝑢′𝑢′̅̅ ̅̅ ̅̅ −  𝑣′𝑣′̅̅ ̅̅ ̅̅ )

𝜕𝑉

𝜕𝑦
(8. 10) 

 

and plotted for the centerline data from Cases B and C, Figure 8.21. Once the shear layer 

develops, the magnitude of outer peak production does not change significantly; this 

location is also roughly where the destabilizing curvature begins. This can be more clearly 

seen in Figure 8.22. Around this transition, X = 0.45 m, the peak production rapidly moves 

away from the wall and widens. The widening of the production profile is known to be 

caused by destabilizing curvature [131]. Furthermore, in the separation region for Case B, 

the production appears to be constant.  

 

Figure 8.21 Streamwise development of TKE production for Case B (a) and Case C (b) 

showing that once the shear layer develops, the outer production peak does not change 

significantly 
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Figure 8.22 Peak TKE production appears to be 

roughly constant from 0.45 m < X < 0.8 m 

While the peak production is roughly constant from 0.45 m < X < 0.8 m, the 

turbulent normal and shear stress peaks, shown in Figure 8.15, grow linearly. Comparing 

these turbulent stress growth rates to equation (8.10) implies that the mean flow gradients 

must relax to yield a constant production. In the rotated reference frame, the turbulent peak 

shear stress is constant. This means that, roughly speaking, the turbulent shear production, 

the first term on the right hand side of equation (8.10), is decreasing as the mean flow 

gradient relaxes. For TKE production to be constant, the normal production term must be 

growing at a greater rate in the rotated reference frame than in the wall-normal coordinate 

system. This is exactly what is observed. Figure 8.23 shows the difference in peak normal 

stresses, scaled using the modified defect velocity, for both the wall-normal coordinate 

system and the rotated coordinate system. In the rotated coordinate system, the growth rate 

is larger than that of the wall-normal coordinate system. 
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Figure 8.23 Growth of the scaled difference in peak normal stresses for the wall-normal 

coordinate system (a) and rotated coordinate system (b) 

In conclusion, while the growth of the peak turbulent normal and shear stresses 

behaves differently in the wall-normal and rotated coordinate systems, the peak TKE 

production, which is a scalar quantity, appears to be constant. Rotation of the reference 

frame acts to increase either shear or normal production, while the other quantity 

subsequently decreases, and the overall production remains constant.  
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CHAPTER 9:  

CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 

9.1 Conclusions 

There is a clear need to expand the range, reliability, and applicability of CFD 

simulations and reduce the computational costs involved. Perhaps nowhere is this more 

evident than in the challenging prediction of turbulent smooth-body flow separation. As 

part of the turbulence modeling improvement and development process, the CFD Vision 

2030 study [3] highlighted the need for additional benchmark experiments as a means of 

providing validation quality data sets. The work of this dissertation is intended to satisfy 

this need by providing archival data sets containing the results from a series of smooth-

body flow experiments. These document both separated and attached adverse pressure 

gradient flow, for the purpose of furthering CFD validation and turbulence model 

improvement. Three test cases were examined: Case A, larger-scale separation and 

reattachment, Case B, smaller-scale separation and reattachment, and Case C, attached 

APG flow development. The use of a single ramp geometry for all three test cases was 

unique to these experiments. The geometry consisted of a two-dimensional, smooth, 

backward-facing ramp that is analytically defined in terms of a fifth-order polynomial.  

The experiments were conducted at a unit Reynolds number of Re ≈ 106/m (Reθ ≈ 

104), which is low enough to be accessible to various CFD methods, yet high enough to 
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accurately represent practical problems. Extensive inflow and boundary condition 

documentation—lacking in many earlier experiments—provides CFD users the necessary 

boundary conditions to numerically replicate the series of experiments. This included 

detailed documentation of the flexible ceiling geometry, hot-wire profiles of the incoming 

boundary layer on both the development plate and wind tunnel sidewalls, surface skin-

friction measurements of both the incoming flow and the flow at the start and end of the 

ramp, surface streamwise and spanwise pressure measurements, and images the surface 

flow separation patterns. The complete data set and documentation is provided on the 

NASA Langley Research Center Turbulence Modeling Resource website [1]. 

While initially a two-dimensional flow separation was sought after, extensive 

surface oil-film flow visualization experiments showed that in the central region of the 

ramp, the flow separates via two counter-rotating vortical structures. A literature search 

revealed that, while this type of flow separation appears to be common for smooth 

backward-facing ramp geometries, there is very little detailed documentation and 

characterization of it. Of the studies [48,52,53,72] featuring similar separation patterns, 

almost all were focused on flow control applications. Only a brief discussion was given to 

the baseline surface flow, while the sidewall flow interaction was not examined at all. The 

surprising nature of this flow separation structure and the general lack of understanding of 

how, and if, the sidewall/ramp juncture flow separation contributes to the central separation 

introduced a second focus of this work—the characterization of the smooth-body flow 

separation and reattachment surface topography and topology, including both its generic 

character and the influence of the sidewall/ramp juncture flow separation.  
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Detailed surface flow visualization studies conducted on both the ramp surface and 

wind tunnel sidewalls showed, via topographical patterns, that the central vortical 

separation structures are distinct from the sidewall/ramp junction flow separation even 

though they are part of the same global line of separation. However, while this separation 

topography was three-dimensional for cases A and B, the reattachment topography was 

uniform in spanwise extent. The only significant deviation from two-dimensionality was a 

crossflow directed toward each sidewall, which LDV measurements showed was up to 

35% of the streamwise mean flow. Furthermore, the separation patterns were very 

repeatable run-to-run, yet highly sensitive to imposed upstream geometric perturbations in 

the boundary layer.  

A deeper investigation into the separation structure was conducted for Case A to 

reveal the flow topology. Using the singular points identified in the surface flow 

topography pattern, a surface flow topology map was proposed that presented a concise 

description of the surface flow field for both the ramp surface and wind tunnel sidewalls. 

It agreed with both the available singular-point data and the rules of topology. This surface 

flow topology map was extended to the off-surface flow to provide an illustration of both 

the separation and downstream advection of the central, counter-rotating vortical structures 

and the formation of the central separation region.  

The three-dimensional flow separation topology takes on the owl-face pattern 

(OFP) of the fourth kind. The OFPs are some of the most common forms of flow separation 

and the simplest that occur for three-dimensional flows [75,91]. By analyzing the ramp 

flow cases, and the works of Fairlie [75] and Wickens [95], it was discovered that the OFPs 

are often part of a larger structure which are called the “generalized owl-face pattern”. The 
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generalized owl-face pattern is a simplistic surface flow topology structure, consisting of a 

repeating pattern of saddle-points (SP) and foci (F) for separation and nodes (N) and 

saddle-points for reattachment. While the ramp flow separation takes the form of the 

generalized owl-face pattern, the pattern itself does not define the number of connected 

singular points, which can vary, Figure 5.10. Topologically, a reduced separation structure 

consisting of fewer singular points is possible, yet it was not observed for either of the 

separation cases. This raised the question of what causes extra saddle/foci pairs to form in 

the central region?  

Two aspects of the geometry, streamwise surface curvature and the sidewall/ramp 

junctures, were analyzed with the intent to explain the unique separation saddle point/foci 

pattern that was observed. Given the similarity to a circular s-duct, the centrifugal force 

generated by streamwise surface curvature appears to produce a small secondary “cross” 

flow. In s-ducts, this secondary flow is widely known to produce a separation structure 

consisting of two counter-rotating vortical structures, taking the form of the owl-face 

pattern of the first kind. This secondary flow forms differently in ducts of rectangular cross-

section due to the sidewall/ramp junctures, which are not present in circular s-ducts. The 

streamwise surface curvature induced secondary flow is influenced by the sidewall/ramp 

junctures, causing the additional saddle-foci pairs and the owl-face pattern of the fourth 

kind. The occurrence of curvature induced secondary flows is consistent with the observed 

surface and proposed off-surface flow topology, including the central counter-rotating 

central vortical separation structures. 

While streamwise surface curvature has an important role in the formation of the 

vortical separation pattern, ultimately the roles of both surface curvature and the 
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sidewall/ramp juncture flow dictate the formation of the surface separation patterns. A 

series of passive flow control experiments that involved perturbing the tunnel sidewalls 

were designed to examine the effects of the sidewall/ramp juncture and sidewall flows. 

Control devices were applied to alter the sidewall flow and produce a fluid motion, acting 

either in conjunction or opposition to the secondary flow that is generated via streamwise 

surface curvature. The control devices had a significant impact on the flow field. Those 

that opposed the curvature-induced secondary flow caused the primary vortical structures 

to shift toward the sidewalls, thereby producing a more spanwise uniform flow separation 

in the central region. On the other hand, those devices whose motion supported the 

curvature-induced secondary flow caused the sidewall vortical separation structures to 

move away from the sidewalls, toward the central region of the ramp. The passive flow 

control experiments demonstrated two additional points. First, the sidewall/ramp juncture 

flow separation condition is highly coupled with the centerline flow separation location 

and extent. The coupling is inverse such that with increasing sidewall separation extent 

there is decreasing centerline separation extent, and vice versa. Second, while the 

separation structure and location can be highly influenced by the control devices, both the 

location and uniformity of the central reattachment structure are insensitive to changes in 

the separation structure. 

Extensive off-surface flow measurements, including both first and second order 

turbulence quantities, were taken using 2-component LDV. To capture the flow’s three-

dimensionality, three spanwise measurement planes were utilized. These consisted of the 

centerline, Z S⁄ = 0, and two off-center planes, Z S⁄ = −0.14 and Z S⁄ = −0.28, where the 

span, S, is 0.914 m (3 ft). In general, the greater the extent of separation, the more 
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prominent the three-dimensionality of the flow. For example, the attached flow, Case C, 

was the most spanwise uniform, while the larger-scale separation case, Case A, had the 

most variation between successive spanwise profiles. The streamwise development of the 

flow was characterized via LDV profiles acquired at 19 streamwise locations, extending 

from the inflow condition to beyond the ramp trailing edge, which was downstream of the 

reattachment location. Interpolating the near wall mean flow showed that for Case A the 

separation extent covered approximately 39% of the ramp’s length, while for Case B it 

covered only around 24%. In both cases, the separation regions exhibited significant 

spanwise variation that was almost solely due to the variation in separation location, as 

the reattachment location was very spanwise uniform.  

Analyzing the positive fraction of time in which the streamwise flow was directed 

downstream, γp, showed that the unsteady separation extent covered roughly twice the 

percentage of ramp length compared to the steady separation extent. Furthermore, Case C 

underwent unsteady separation, despite remaining fully attached in the time-mean sense. 

The mean and unsteady detachment and reattachment locations were also correlated to the 

pressure and pressure gradient distributions. For all three cases, the pressure distribution 

alone with adequate spatial resolution is sufficient to accurately determine the various 

detachment and reattachment locations. The detachment (γp = 0.5) and reattachment (γp = 

0.5) locations correspond to local minima/maxima in the pressure gradient distribution, 

respectively. Similarly, the incipient detachment (γp = 0.99) and full reattachment (γp = 1) 

locations correspond to local minima in the second derivative of the pressure distribution 

and the pressure distribution local maxima, respectively. 
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Despite being three-dimensional, the streamwise mean flow develops in a 

characteristic fashion for adverse pressure gradient turbulent boundary layers. The mean 

flow profiles become inflectional with the associated inflectional instability (associated 

with the outer inflection point) resulting in the formation of an embedded shear layer. 

Similarly, the near-wall peaks of the turbulent normal and shear stresses diminish with 

streamwise development, while outer peaks begin to form, quickly grow in magnitude, and 

move away from the wall. It is widely thought that the peak turbulent stress’s wall-normal 

location tracks that of the outer mean profile inflection point. This has led researchers [56] 

to successfully apply shear layer scaling to the inflectional mean velocity profiles and 

accompanying turbulent stress profiles. In the cases examined here, only the mean profiles 

scaled using the shear layer parameters, while the turbulent normal and shear stresses did 

not. It was shown that the peak turbulent stress’s wall-normal location deviates from the 

mean profile inflection point. This deviation was attributed to wall-normal transport 

resulting from the streamwise-curvature induced secondary flow.  

Modifying the shear layer scaling to track the turbulent stress peak, instead of the 

mean profile inflection point, improved the collapse of the profiles. Even the mean flow 

profiles, which were successfully scaled with the original set of parameters, exhibited good 

collapse. Still, there remained a magnitude variation for both scaled turbulent normal and 

shear stress profiles. In general, the stress magnitudes were attenuated and amplified over 

regions experiencing convex (stabilizing) and concave (de-stabilizing) streamwise surface 

curvature, respectively. This trend is consistent with flow studies published for both curved 

boundary layers and free shear layers.  
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Due to the slow response times, relative to the mean flow, experienced by the 

turbulent stresses transitioning from convex to concave curvature, it was hypothesized that 

the turbulent shear stresses were not tracking the local wall curvature over the concave 

region of the ramp. Applying a coordinate system rotation to these turbulent shear stress 

profiles confirmed that while the stress peaks widened due to turbulent transport and 

continued to move away from the surface, their magnitudes did not change. In both cases 

analyzed, including attached and separated flow, the turbulent shear stress peaks did not 

increase in magnitude with streamwise development if analyzed in the fixed, no-curvature 

reference frame associated with the transition from convex to concave curvature. This was 

not the case for the turbulent normal stresses, which were only mildly dependent on 

coordinate system orientation. Why the turbulent shear stresses appear to be frozen, but the 

turbulent normal stresses do not, is still not fully understood; however, the constant 

production term in the turbulent kinetic energy equation at least provides consistency in 

the results. When taken together, the results indicate that streamwise surface curvature not 

only influences the growth in magnitude of the turbulent stresses through physical 

mechanisms, but also through the coordinate system reference frame in which they are 

analyzed.  

9.2 Future Work 

The principal aim of this work was to develop a series of smooth-body flow 

separation experiments for the purpose of CFD validation. Initially, a series of two-

dimensional flow experiments was sought after. However, it was quickly discovered that 

producing a two-dimensional flow, whether separated or attached yet near separation, is 

not trivial. Instead, two-dimensional flow separation is rather a limiting case of more 
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generic three-dimensional flow separation that is forced to be highly spanwise uniform. 

This raises the question—should future efforts aimed at CFD validation attempt to model 

two-dimensional or three-dimensional flows? In general, three potential paths exist: (1) 

continue studying the current (or similar) flows exhibiting three-dimensional separation 

over a two-dimensional geometry, (2) design a new series of two-dimensional flow 

separation experiments (likely requiring either a very high W/L aspect ratio or an 

axisymmetric geometry), or (3) refocus efforts toward a series of three-dimensional flow 

separation experiments occurring on a three-dimensional geometry.  

Currently, paths (2) and (3) are under investigation [15,25,43] and seem to be the 

focus all future studies, seeing as path (1) was not even the original intent of the current 

study. Full three-dimensional flow separation experiments, path (3), should capture the 

underlying physics most accurately; however, they are also the most expensive and time-

consuming to carry out, and revealing the underlying physics may be difficult. On the other 

hand, while two-dimensional flow separation, path (2), may be achievable through very 

careful design efforts, a word of caution should be given regarding its relevance. If a series 

of two-dimensional flow separation experiments are carried out and used for CFD 

validation and turbulence model improvement, what does this suggest about the scope of 

problems for which these CFD codes would be applicable, since most real engineering 

flows of practical nature do not behave in the manner of the validation case? This is not a 

suggestion to avoid the study of full three-dimensional or two-dimensional flows for CFD 

validation experiments, rather, it is to point out that the seemingly overlooked case of a 

three-dimensional flow developing over a two-dimensional geometry, path (1), has its own 
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unique qualities that complement the current and future studies of pure two-and-three-

dimensional flows. 

There is still much to learn regarding the nature of “quasi-two-dimensional” flows, 

path (1), and many lessons can be gleaned from this dissertation. Perhaps the most 

significant improvement to the current set of experiments would be the measurement of the 

spanwise flow statistics. While the current series of experiments employed two-component 

LDV for the acquisition of flow field data, future experiments would greatly benefit from 

the additional spanwise velocity measurements of a three-component LDV system. This 

would permit better characterization of the three-dimensionality of the flow. It would also 

allow the complete Reynolds stress tensor to be measured, a highly desirable quantity for 

CFD validation. Furthermore, while it was argued that streamwise surface curvature 

induces a small secondary flow that promotes the formation of the vortical separation 

structures, only limited spanwise flow measurements were acquired downstream of 

reattachment to verify this. Additional spanwise flow measurements would allow this small 

secondary flow to be measured, thereby providing a better indication of its importance in 

the separation process.  

The application of traditional three-component LDV is quite challenging, 

especially in an experiment in which no optical access is available in either the wind tunnel 

floor or ceiling, as was the case in this study. While new compact, embedded three-

component LDV systems exist, the focal lengths are too small for the systems to be 

mounted external to the test section and still measure the centerline flow. (These compact 

three-component LDV systems, however, are ideally suited to study the sidewall/ramp 

juncture flow—another area rich for study that was only touched upon in this work.) 
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Perhaps another, more feasible, option would be the application of highspeed planar PIV 

in the Y-Z crossflow plane. While presenting its own challenges, particularly the adequate 

seeding of the flow, highspeed cross-planar PIV would provide a means to accurately, 

quickly, and more fully, characterize the flow’s three-dimensionality.  

While developing a series of CFD validation experiments, the research and analysis 

presented in this dissertation suggests a multitude of possible research paths that are rich 

with opportunities. These include (1) studying the three-dimensional separation structures, 

their causal mechanisms and dependence on geometric aspect ratio, test section blockage 

ratio, streamwise surface curvature, inflow boundary layer thickness and surface 

roughness; (2) analyzing the sidewall/ramp juncture flow and the inverse relationship 

between sidewall separation and the ramp centerline separation, including how this 

relationship is dependent on the ramp aspect ratio, e.g., how wide (compared to its length 

and height) does the ramp have to be for the extent of the sidewall separation to be 

insignificant?; (3) investigating the turbulence stress transport and the disparity in scaling 

of the turbulent normal and shear stresses, e.g., would the coordinate rotation scaling 

proposed in Chapter 8 hold if the concave region of the ramp was changed to a flat section?; 

(4) studying the effects of surface curvature on the mean flow and turbulent stresses by

using multiple ramps of constant curvature; and (5) investigating how the separation flow 

topology changes for a morphing ramp geometry.  

9.3 Practical Considerations for Future Validation Experiments 

Much has been learned throughout the process of designing and carrying out these 

experiments. Some of the lessons learned and other practical considerations that would be 

useful for the design of future CFD validation experiments are shared below. This is by no 



means a complete list of all the difficulties that one may encounter. Rather, it consists of 

those most prominent in the experimental work conducted for this dissertation. 

1. Upon comparing the aspect ratio of this ramp to that of ramps in similar

studies, as well as CFD simulations featuring different ramp lengths, it

was found that the flow separation topology itself is likely not

dependent on the aspect ratio; however, the larger the width to length is,

W/L >> 1, the more spanwise uniform the flow is in the central region.

This implies that if a spanwise uniform flow is desired (what is often

considered to be two-dimensional flow) the width to length aspect ratio

should be as large as possible. This high aspect ratio should also reduce

the inverse coupling between the sidewall separation extent and the

centerline separation extent. The wind tunnel blockage ratio must also

be considered, as a test section with high blockage behaves more like a

duct/channel flow. The ramp flow examined here featured a very high

blockage ratio, approximately 49%. Since the effective cross-section is

small, it promotes the development of a streamwise surface curvature

induced secondary flow, which aids in the formation of the vortical

separation structure. For a given test section, reducing the ramp length

also reduces the height (assuming the L/H ratio is held constant),

alleviating both the aspect ratio and blockage effects; however, the

spatial resolution of the flow development and the effective diagnostic

probe volume will be compromised.

2. Careful and thorough documentation of the surface flow patterns,

including patterns approaching the sidewalls, is needed on all future

studies. It is not enough to simply analyze the central region of a

geometry to check for uniformity as this dissertation shows that the

extent of the sidewall/ramp juncture flow separation is inversely, and

strongly so, coupled to the centerline separation extent. Additionally, a

great deal of qualitative information can be gained from examining the

surface flow visualization patterns and creating topology maps.

3. The implementation of good particle seeding is quite challenging,

especially in a wind tunnel of the size used in this work. Adequate

particle seeding is necessary for both LDV and PIV techniques, which

are used extensively as modern flow diagnostic techniques. In general,

two approaches can be used successfully. For example, Todd Lowe’s

group [43] from Virginia Tech used CFD simulations to track the

streamtube leaving a seeding probe installed upstream of the test

section. This allowed them to use smaller amounts of precisely located

seeding particles for their optical measurements. On the other hand,

Jenkin’s group [133] from NASA Langley used a Pea Soup fog machine

to seed the entire tunnel. Important considerations are (1) health safety

of the researchers inhaling these particles, (2) ease of cleanup (e.g.

solubility of the seeding fluid), (3) quantity of particles being injected
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into the flow (this is highly influential in the realizable data rates), and 

(4) the influence on the flow field of probe wakes or jets used to deploy

particles.

4. Surface coatings on the geometry are important in two ways: (1) to

reduce laser reflections (for LDV and PIV) and allow flow

measurements to be acquired very near the surface (this is important for

comparison with CFD), and (2) to allow OFI measurements to be

acquired. These coatings will likely be very different, thus requiring the

removal of one coating and installation of another for each diagnostic

technique. The need for these coatings stems from the fact that most

model geometries are either machined from 6061 aluminum or printed

from additive manufacturing materials such as ABS due to their low

cost, machinability, and relatively light weight. Aluminum, however,

has very poor surface qualities for both laser reflections and OFI fringe

pattern visibility, and ABS is likely not much better.

5. Pressure taps should be employed along the entire span, including areas

bordering the sidewalls. To the author’s knowledge peripheral taps are

rarely employed, however they would better inform the researcher as to

the spanwise uniformity of the flow. Furthermore, maintaining the high

spatial resolution measurements in the streamwise direction is also

recommended. These measurements not only provide better comparison

opportunities for CFD, but also allow the detachment and reattachment

process to be further studied by comparison to the pressure and pressure

gradient distributions.

6. To ensure experimental repeatability despite multiple tear-downs/set-

ups having to occur in a shared facility, permanent boundary layer

probes should be installed on the boundary layer development plate and

each sidewall to record (and alert the experimentalist) of any changes

that have occurred in the inflow boundary layer thickness or shape. This

data collection should be automated, if possible, and conducted

frequently and, at minimum, each time the test setup is newly installed.

Several data sets from this experiment had to be thrown out when it was

discovered that abnormalities in the sidewall boundary layer thickness

occurred. For example, in one case measurements showed a

substantially thicker boundary layer on one side of the test section than

on the other side, which was believed to be the result of a slight off-set

in the test section that occurred on certain installations.
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APPENDIX A:   

EXPERIMENTAL GEOMETRY 

A.1 Additional Experimental Geometry Images 

Figure A.1 presents some of the relevant dimensions of the ramp and boundary 

layer development plate via a CAD drawing. 

 

Figure A.1 Schematic drawing of the test section and model geometry including 

dimensions in inches 
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A.2 Ramp Model Geometry 

The ramp model, shown in Figure A.2, extends the entire width of the test section. 

It was fabricated in three spanwise sections, each machined in-house from two aluminum 

blocks, toleranced within 0.025 mm (0.001 in), then welded together. The three sections 

were bolted together, and its surface given a polished finish so that the seams are 

undetectable. Note that in addition to the contoured section of the ramp, there is a flat 

section downstream of the ramp that has a length of 0.381 m (15.0 in). This is manufactured 

as part of the ramp model and provides the flow with a recovery region prior to entering 

the wind tunnel diffuser. The tubulations and tubing are shown in Figure A.3. The ramp is 

placed 0.152 m (6in) above the test section floor to allow optical access along its 

downstream side. To provide this offset, a supporting structure was fabricated out of 

aluminum and is shown in Figure A.4. 

 

Figure A.2 Photographs of the top (a) and bottom (b) assembled ramp model just 

after polishing showing the three separate sections bolted together 

 

a

) 

b

) 
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Figure A.3 Underside view of the central section of the ramp model showing 

pressure tubulations and tubing 

 

Figure A.4 Supporting structure for ramp model that 

provides the necessary 0.152 m (6 in) of vertical offset 

required for optical access to the recovery region 

A.3 Internal Inlet Contour 

The internal inlet contour, shown in Figure A.5, is a removable wind tunnel 

contraction insert, fabricated with a zero derivative end condition to smoothly bring the 

flow from the wind tunnel inlet contraction up to the leading edge of the flat boundary layer 

development plate. It consists of two symmetrical inserts each installed on the lower 



 

255 

surface of the wind tunnel contraction and bolted to each other and the legs of the boundary 

layer development plate. Each frame is constructed from aluminum and covered with a 

6.35 mm (0.25 in) flexible plastic sheet. Once installed, aluminum foil ducting tape is used 

to completely seal all internal edges to prevent the front edge from lifting up and allowing 

airflow to pass underneath the boundary layer development plate. Figure A.5.b shows an 

in-process photograph of the ducting tape being installed. 

 

Figure A.5 Internal inlet contour sections outside (a) and installed in the wind 

tunnel contraction (b)   

A.4 Turbulent Boundary Layer (TBL) Development Plate 

The boundary layer development plate, shown in Figure A.6, spans the full 0.914 

m (3 ft) width of the test section, is 1.462 m (57.57 in) in streamwise length and its top 

surface is lifted 0.352 m (13.88 in) off of the test section floor. It is constructed from 19.1 

mm (0.75 in) thick aluminum plating, see Figure A.6.c, and secured to the test section floor 

via 18 steel legs to prevent aeroelastic vibrations, see Figure A.6.b. To ensure the incoming 

boundary layer was turbulent, it was tripped with a 101.6 mm (4 in) wide strip of distributed 

sand grain roughness with an average roughness element size of 46 μm, mounted 1.2 m 

(47.2 in) upstream of the ramp leading edge, as shown in Figure A.6.a and Figure A.6.d. 

a

) 

b

) 



 

256 

The plate also contains a streamwise array of static pressure taps (1) in order to characterize 

the upstream boundary layer pressure gradient conditions. As will be described below, the 

streamwise pressure gradient can be controlled by a flexible top wall insert.     

 

Figure A.6 Views of the boundary layer development plate during the 

installation process highlighting the aluminum plate (c), the steel support 

legs (b), and the tripping roughness element (a) and (d)  

A.5 Flexible Top Wall Insert / Turnbuckle Assembly 

To adjust the streamwise APG over the ramp surface and thereby achieve each of 

the desired archival benchmark flow cases, a flexible tunnel top wall assembly was 

designed and installed in the test section. Figure A.7 shows a schematic of the flexible 

upper wall assembly and the associated multiple turnbuckle system that is used to adjust 

the ceiling contour. The flexible ceiling was constructed from 10-gauge aluminum sheet 

metal (0.102 in) and is nominally mounted 9.86 cm (3.88 in) below the test section ceiling. 

The top three windows of the test section were removed, and were replaced with three 

c

) 

a

) 

d

) 
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aluminum blanks, with the turnbuckle assemblies integrated into them as shown in Figure 

A.7. At the test section inlet, the top wall inlet contour smoothly transitions the flow to the 

flexible ceiling. It also serves to prevent any flow from passing between the top of the test 

section and flexible ceiling. The ceiling is nominally positioned 0.46 m above the boundary 

layer development plate. Adjustments to this nominal position allow the pressure gradient 

on the boundary layer development plate to vary from initially mildly favorable (due to the 

both top and bottom internal inlet contractions) to approximately ZPG. Over the convex 

ramp surface, the adjustment of the turnbuckles allows the desired APG to be imposed on 

the ramp TBL. 

For each APG TBL case the wall contour was carefully measured. To do this the 

three panels on the test section ceiling that house the turnbuckle adjustment mechanisms 

also were equipped with access holes for accurately measuring the position of the ceiling. 

There are 23 holes down the centerline of the test section with holes on each side at five 

streamwise positions in order to verify spanwise uniformity of the ceiling position. In order 

to record the flexible ceiling location, a pair of digital calipers is used as a depth gauge to 

go through each hole to measure the distance between the panel top surface and the flexible 

ceiling top surface. This measurement is repeated for each of the 33 holes in the tunnel 

ceiling. Once these measurements are recorded, the holes are sealed in order to prevent any 

airflow through them. Figure A.8 Schematic top view of test section ceiling showing 

locations for measuring the position of the flexible ceiling contour shows the hole positions 

for each of the three ceiling panels. The number of measurement holes is greatest for the 

third panel which is located over the convex ramp where wall curvature is greatest. 
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Figure A.7 Model of the flexible top wall insert and turnbuckle assembly viewed 

from the wind tunnel inner loop side 

Figure A.8 Schematic top view of test section ceiling showing locations for 

measuring the position of the flexible ceiling contour. Note sections 1, 2, and 3 

are shown from left to right. 
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The ceiling position measurements were repeated prior to each test entry or with 

the changing of separation test cases. Table A.1-Table A.3 provide the ceiling position 

measurements, converted to the global coordinate system, for each of these instances. 

Included in these tables is the mean ceiling position and the estimated uncertainty. The 

combined standard uncertainty of Y is a combination of the random uncertainty, sY, and the 

systematic standard uncertainty, bY. 

𝑢𝑌 = [ 𝑏𝑌
2 + 𝑠𝑌

2]
1
2 (𝐴. 1) 

The random uncertainty, sY, is related to the variance as follows: 

𝑠𝑌 = √
𝑉𝑎𝑟(𝑌)

𝑁
(𝐴. 2) 

where N is the number of times the ceiling configuration was repositioned and measured 

(4 times for Case A). The systematic uncertainty was divided into three components, the 

caliper uncertainty, bc, taken as 0.025 mm (0.001 in), the sheet metal thickness uncertainty, 

bt, taken as 0.127 mm (0.005 in), and the uncertainty of the machining of the test section, 

bm, taken as 1.270 mm (0.050 in). 

𝑏𝑌 = [ 𝑏𝑐
2 + 𝑏𝑡

2 + 𝑏𝑚
2 ]

1
2 (𝐴. 3) 
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The expanded uncertainty is the combined standard uncertainty multiplied by the Student’s 

t-table value, tν,p where ν is N – 1 and p is the selected confidence interval. At 20:1 odds or

p = 95% confidence, tν,p = 3.18 for Case A. Using this analysis, the true value is expected 

to lie within: 

𝑌𝑚𝑒𝑎𝑛  ± 𝑡𝜈,𝑝𝑢𝑌 (𝐴. 4) 

where tν,p uY is the expanded uncertainty or simply the 95% confidence intervals in this 

case. Note that for Cases C only two repeated measurement sets were taken, so instead of 

using this value, it was estimated to have the same random uncertainty as Case B. 
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TABLE A.1  

FLEXIBLE CEILING POSITION FOR CASE A 

Location  X (m) Z (m) Y1 (m) Y2 (m) Y3 (m) Y4 (m) Ymean (m) YCI_95% (m) 

Section 1 

L1 -0.853 0.254 0.818 0.818 0.818 0.818 0.818 0.004 

R1 -0.853 -0.254 0.820 0.820 0.820 0.820 0.820 0.004 

C1 -1.005 0.000 0.817 0.817 0.817 0.817 0.817 0.004 

C2 -0.853 0.000 0.819 0.819 0.819 0.819 0.819 0.004 

C3 -0.700 0.000 0.822 0.822 0.822 0.822 0.822 0.004 

C4 -0.605 0.000 0.824 0.824 0.824 0.824 0.824 0.004 

Section 2 

L2 -0.269 0.254 0.828 0.825 0.826 0.827 0.827 0.005 

L3 0.087 0.254 0.822 0.818 0.819 0.821 0.820 0.005 

R2 -0.269 -0.254 0.819 0.827 0.826 0.827 0.825 0.007 

R3 0.087 -0.254 0.817 0.821 0.820 0.820 0.820 0.005 

C5 -0.364 0.000 0.825 0.826 0.826 0.826 0.826 0.004 

C6 -0.269 0.000 0.826 0.826 0.826 0.826 0.826 0.004 

C7 -0.167 0.000 0.826 0.826 0.826 0.826 0.826 0.004 

C8 -0.065 0.000 0.824 0.824 0.826 0.825 0.825 0.004 

C9 0.036 0.000 0.822 0.821 0.823 0.823 0.822 0.004 

C10 0.138 0.000 0.816 0.817 0.817 0.818 0.817 0.004 

C11 0.182 0.000 0.814 0.814 0.815 0.816 0.815 0.004 

Section 3 

L4 0.519 0.254 0.790 0.791 0.792 0.793 0.791 0.005 

L5 0.875 0.254 0.769 0.770 0.771 0.771 0.770 0.004 

R4 0.519 -0.254 0.795 0.795 0.794 0.794 0.794 0.004 

R5 0.875 -0.254 0.772 0.769 0.772 0.772 0.771 0.005 

C12 0.424 0.000 0.799 0.799 0.799 0.800 0.799 0.004 

C13 0.468 0.000 0.796 0.796 0.796 0.797 0.796 0.004 

C14 0.519 0.000 0.792 0.793 0.793 0.793 0.793 0.004 

C15 0.570 0.000 0.789 0.790 0.790 0.790 0.790 0.004 

C16 0.621 0.000 0.786 0.786 0.787 0.786 0.786 0.004 

C17 0.671 0.000 0.783 0.783 0.784 0.783 0.783 0.004 

C18 0.722 0.000 0.780 0.780 0.781 0.780 0.780 0.004 

C19 0.773 0.000 0.777 0.777 0.778 0.777 0.777 0.004 

C20 0.824 0.000 0.774 0.774 0.775 0.775 0.775 0.004 

C21 0.875 0.000 0.771 0.771 0.772 0.771 0.771 0.004 

C22 0.925 0.000 0.768 0.768 0.768 0.768 0.768 0.004 

C23 0.970 0.000 0.766 0.765 0.764 0.766 0.765 0.004 

End 1.281 0.000 0.749 0.749 0.749 0.749 0.749 0.004 
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TABLE A.2  

FLEXIBLE CEILING POSITION FOR CASE B 

Location  X (m) Z (m) Y1 (m) Y2 (m) Y3 (m) Ymean (m) YCI_95% (m) 

Section 1 

L1 -0.853 0.254 4.188 4.201 4.202 4.197 0.006 

R1 -0.853 -0.254 4.132 4.140 4.132 4.135 0.006 

C1 -1.005 0.000 4.280 4.250 4.250 4.260 0.006 

C2 -0.853 0.000 4.148 4.154 4.151 4.151 0.006 

C3 -0.700 0.000 4.300 4.043 4.043 4.129 0.006 

C4 -0.605 0.000 3.966 3.986 3.981 3.978 0.006 

Section 2 

L2 -0.269 0.254 3.778 3.855 3.845 3.826 0.008 

L3 0.087 0.254 4.148 4.240 4.306 4.231 0.007 

R2 -0.269 -0.254 3.877 3.854 3.855 3.862 0.006 

R3 0.087 -0.254 4.226 4.271 4.252 4.250 0.006 

C5 -0.364 0.000 3.848 3.868 3.921 3.879 0.006 

C6 -0.269 0.000 3.828 3.855 3.892 3.858 0.006 

C7 -0.167 0.000 3.853 3.884 3.918 3.885 0.006 

C8 -0.065 0.000 3.928 3.977 3.992 3.966 0.006 

C9 0.036 0.000 4.106 4.134 4.150 4.130 0.006 

C10 0.138 0.000 4.404 4.418 4.455 4.426 0.006 

C11 0.182 0.000 4.590 4.594 4.581 4.588 0.006 

Section 3 

L4 0.519 0.254 6.214 6.155 6.192 6.187 0.006 

L5 0.875 0.254 7.422 7.464 7.447 7.444 0.006 

R4 0.519 -0.254 6.111 6.065 6.115 6.097 0.006 

R5 0.875 -0.254 7.351 7.403 7.424 7.393 0.006 

C12 0.424 0.000 5.722 5.714 5.736 5.724 0.006 

C13 0.468 0.000 5.888 5.902 5.907 5.899 0.006 

C14 0.519 0.000 6.109 6.103 6.094 6.102 0.006 

C15 0.570 0.000 6.308 6.303 6.303 6.305 0.006 

C16 0.621 0.000 6.497 6.477 6.536 6.503 0.006 

C17 0.671 0.000 6.670 6.713 6.700 6.694 0.006 

C18 0.722 0.000 6.850 6.865 6.889 6.868 0.006 

C19 0.773 0.000 7.020 7.036 7.054 7.037 0.006 

C20 0.824 0.000 7.182 7.212 7.235 7.210 0.006 

C21 0.875 0.000 7.374 7.420 7.420 7.405 0.006 

C22 0.925 0.000 7.586 7.650 7.626 7.621 0.006 

C23 0.970 0.000 7.786 7.852 7.826 7.821 0.006 

End 1.281 0.000 9.154 9.154 9.154 9.154 0.006 
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TABLE A.3  

FLEXIBLE CEILING POSITION FOR CASE C 

Location  X (m) Z (m) Y1 (m) Y2 (m) Ymean (m) YCI_95% (m) 

Section 1 

L1 -0.853 0.254 4.188 4.208 4.198 0.006 

R1 -0.853 -0.254 4.132 4.138 4.135 0.006 

C1 -1.005 0.000 4.248 4.257 4.253 0.006 

C2 -0.853 0.000 4.148 4.154 4.151 0.006 

C3 -0.700 0.000 4.011 4.046 4.029 0.006 

C4 -0.605 0.000 3.950 3.981 3.966 0.006 

Section 2 

L2 -0.269 0.254 3.817 3.859 3.838 0.006 

L3 0.087 0.254 4.359 4.405 4.382 0.006 

R2 -0.269 -0.254 3.867 3.839 3.853 0.006 

R3 0.087 -0.254 4.347 4.339 4.343 0.006 

C5 -0.364 0.000 3.906 3.913 3.910 0.006 

C6 -0.269 0.000 3.832 3.886 3.859 0.006 

C7 -0.167 0.000 3.879 3.831 3.855 0.006 

C8 -0.065 0.000 3.946 3.954 3.950 0.006 

C9 0.036 0.000 4.175 4.177 4.176 0.006 

C10 0.138 0.000 4.589 4.646 4.618 0.006 

C11 0.182 0.000 4.867 4.928 4.898 0.006 

Section 3 

L4 0.519 0.254 7.119 7.091 7.105 0.006 

L5 0.875 0.254 8.747 8.687 8.717 0.006 

R4 0.519 -0.254 6.911 6.976 6.944 0.006 

R5 0.875 -0.254 8.687 8.688 8.688 0.006 

C12 0.424 0.000 6.400 6.523 6.462 0.006 

C13 0.468 0.000 6.677 6.670 6.674 0.006 

C14 0.519 0.000 6.965 6.988 6.977 0.006 

C15 0.570 0.000 7.246 7.247 7.247 0.006 

C16 0.621 0.000 7.509 7.491 7.500 0.006 

C17 0.671 0.000 7.790 7.707 7.749 0.006 

C18 0.722 0.000 7.973 7.931 7.952 0.006 

C19 0.773 0.000 8.206 8.154 8.180 0.006 

C20 0.824 0.000 8.453 8.371 8.412 0.006 

C21 0.875 0.000 8.710 8.631 8.671 0.006 

C22 0.925 0.000 8.976 8.993 8.985 0.006 

C23 0.970 0.000 9.208 9.356 9.282 0.006 

End 1.281 0.000 11.154 11.279 11.217 0.006 
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A.6 Diffuser Transition 

The end of the flexible internal ceiling is transitioned into the diffuser via a hinged 

assembly that provides a linear transition from the end of the flexible internal ceiling to the 

diffuser ceiling. This transition piece, shown in Figure A.9, was necessary on two accounts: 

(1) it provided additional structural rigidity that prevented vibration of the flexible ceiling, 

and (2) it eliminated feedback likely to occur via separated flow entering the cavity between 

the actual test section ceiling and the flexible internal sheet metal ceiling. Due to the 

fastener location on the diffuser ceiling being fixed, and the end of the flexible internal 

ceiling being dictated by the required ceiling configuration, the linear section of the hinged 

assembly had to be custom made for each ceiling configuration. This equated to the lower 

the ceiling configuration, the longer the linear portion of the hinged assembly. 

 

Figure A.9 Photograph (a) and schematic (b) of the diffuser hinged 

assembly transition piece   

  

a

) 

b

) 
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Due to the central cruciform in the diffuser, the hinged assembly was divided into 

two parts, one for each side of the cruciform. Each side of the hinged assembly consisted 

of two aluminum piano hinges, a linear section, and a streamwise vortex generator strip, 

see  Figure A.10.a. Downstream of the ramp, on the lower part of the test section, the flow 

smoothly contours into the diffuser via removable inserts. 

 

Figure A.10 Schematic top view of the piano hinge transition piece showing 

the diffuser cruciform (a), and photograph of the hexagonal grids installed 

in the diffuser (b)  

In order to provide a pressure drop, and decouple the upstream and downstream 

flow, hexagonal mesh grids were installed approximately 0.51 m (20 in) downstream of 

the test section in each of the 4 sections of the diffuser, see Figure A.10.b. Each cell of the 

hexagonal grids was approximately 6.4 mm (0.25 in) in diameter and in total provided a 

blockage of approximately 21%. 
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A.7 Adjustable Wind Tunnel Sidewall 

A new test section sidewall, located on the wind tunnel outer loop (-Z axis) and not 

shown in Figure 2.4, with adjustable window positioning was fabricated to allow complete 

sidewall optical access at any streamwise location. This new sidewall is shown in Figure 

A.11.b and can be compared to the original sidewall, shown in Figure A.11.a. In the 

configuration shown in Figure A.11.b, the window locations for the two sidewalls are at 

similar streamwise positions; however, the new adjustable sidewall places the windows 51 

mm (2.0 in) lower. This can be easily seen by comparing the different widths of the upper 

and lower crossbars Figure A.11.b. The new adjustable sidewall can also take on different 

window positions by repositioning the central supports, highlighted in yellow in Figure 

A.11.b, with additional supports and half windows being added as necessary. This setup 

allowed a special 0.5” thick plate glass window to be positioned anywhere in the central 

region of the sidewall, which in turn, allowed complete optical access over the ramp 

geometry, a necessity for the LDV measurements. 
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Figure A.11 Comparison of original test section sidewall (a) and new 

adjustable sidewall (b). Note that the new adjustable sidewall is positioned 

51 mm lower and allows the central supports to be repositioned, as 

necessary. 

  

a

) 

b

) 
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APPENDIX B:   

DIAGNOSTIC TECHNIQUES 

B.1 Surface Pressure Tap Locations

The surface pressure tap locations are provided in Table B.1 in the global 

coordinate system with units given in meters.  Two columns of location data are 

provided, one for the centerline and one for the off centerline.



TABLE B.1 

SURFACE PRESSURE TAP LOCATIONS 

Centerline Off Centerline 

X (m) Y (m) Z (m) X (m) Y (m) Z (m) 

-1.4369 0.3524 0 0.03 0.3523 -0.168

-1.3099 0.3524 0 0.03 0.3523 -0.084

-1.1829 0.3524 0 0.03 0.3523 0.084 

-1.0559 0.3524 0 0.03 0.3523 0.168 

-0.9289 0.3524 0 0.21 0.3351 -0.168

-0.8019 0.3524 0 0.21 0.3351 -0.084

-0.6749 0.3524 0 0.21 0.3351 0.084 

-0.5479 0.3524 0 0.21 0.3351 0.168 

-0.4209 0.3524 0 0.39 0.2771 -0.168

-0.2939 0.3524 0 0.39 0.2771 -0.084

-0.1669 0.3524 0 0.39 0.2771 0.084 

-0.0399 0.3524 0 0.39 0.2771 0.168 

0.03 0.3523 0 0.61 0.1911 -0.168

0.05 0.3521 0 0.61 0.1911 -0.084

0.07 0.3516 0 0.61 0.1911 0.084 

0.09 0.3507 0 0.61 0.1911 0.168 

0.11 0.3494 0 0.79 0.1554 -0.168

0.13 0.3476 0 0.79 0.1554 -0.084

0.15 0.3453 0 0.79 0.1554 0.084 

0.17 0.3425 0 0.79 0.1554 0.168 

0.19 0.339 0 0.9599 0.1524 -0.168

0.21 0.3351 0 0.9599 0.1524 -0.084

0.23 0.3305 0 0.9599 0.1524 0.084 

0.25 0.3254 0 0.9599 0.1524 0.168 

0.27 0.3198 0 1.1397 0.1524 -0.168

0.29 0.3137 0 1.1397 0.1524 -0.084

0.31 0.3071 0 1.1397 0.1524 0.084 

0.33 0.3001 0 1.1397 0.1524 0.168 

0.35 0.2927 0 

0.37 0.285 0 
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Centerline Off Centerline 

0.39 0.2771 0 

0.41 0.269 0 

0.43 0.2607 0 

0.45 0.2524 0 

0.47 0.2441 0 

0.49 0.2358 0 

0.52 0.2237 0 

0.55 0.2121 0 

0.58 0.2012 0 

0.61 0.1911 0 

0.64 0.1821 0 

0.67 0.1743 0 

0.7 0.1677 0 

0.73 0.1623 0 

0.76 0.1583 0 

0.79 0.1554 0 

0.82 0.1536 0 

0.85 0.1527 0 

0.88 0.1524 0 

0.8999 0.1524 0 

0.9299 0.1524 0 

0.9599 0.1524 0 

0.9898 0.1524 0 

1.0198 0.1524 0 

1.0498 0.1524 0 

1.0798 0.1524 0 

1.1097 0.1524 0 

1.1397 0.1524 0 

1.1697 0.1524 0 

1.1997 0.1524 0 

1.2296 0.1524 0 
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B.2 Oil-Film Interferometry Silicone Oil

Figure B.1 Viscosity temperature dependence for Clearco pure silicone fluids 
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B.3 Laser Doppler Velocimetry Particle Seeding 

The bulk of the experiments are conducted non-intrusively using laser Doppler 

velocimetry (LDV) which requires the flow be seeded. Di-Ethyl-Hexyl-Sebacot (DEHS) 

particles of nominally 1-micron diameter were used to seed the flow. In order to minimize 

the required seeding volume, it was necessary to modify a section of the internal inlet 

contour to accept a seeding manifold so that localized seeding could be achieved. The 

internal inlet contour on the –z (spanwise) axis was modified by installing a manifold, 

shown in Figure B.2, that would allow wall-normal particle seeding at the required 

spanwise locations. The manifold consisted of eight flush-mounted tubes of 9.53 mm (3/8” 

in) diameter installed 0.24 m (9.5 in) upstream of the test section. Figure B.2.a shows the 

flush-mounted manifold from the top, airflow side. Internally, the tubes were paired off via 

a y-connector as shown in Figure B.2.b. This system was designed such that by supplying 

particles to one tube they would eventually exit the manifold straddling the spanwise 

location of the desired LDV profile. This allowed the seeding to be concentrated only 

where necessary for each run. 
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Figure B.2 Internal inlet contour modified with a particle seeding manifold 

to allow localized seeding of the upstream boundary layer highlighting the 

top view (a) internal view (b) and top view of additional modification for y-

connectors (c) 

An additional modification to the seeding manifold was made prior to making LDV 

measurements in the recovery region of Case B and all LDV data for Case C. This 

modification was necessary to keep LDV data acquisition at an acceptable rate and 

consisted of installing downstream facing straws in the manifold tube openings. Figure 

B.2.c shows the modified seeding manifold with the straws and can be compared to the 

original flush-mounted seeding manifold shown in Figure B.2.a. The downstream facing 

tubes increased the concentration of airborne seeding particle, which prior were collecting 

on the surface, significantly increasing the LDV data rate. While this modification acted as 

a physical obstruction in the flow, it occurred in the favorable pressure gradient region and 

a

) 

b

) 
c

) 
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sufficiently far upstream to not adversely affect the experiment. This was determined by 

taking comparison LDV profiles downstream in the recovery region of Case B using both 

seeding manifolds with the difference being deemed negligible. In addition, hot-wire 

boundary layer profiles were taken upstream at X = -0.678 m both with and without the 

modified seeding method installed. Figure B.3 shows the comparison profiles which agree 

quite well with one another, again, indicating a negligible difference in flow conditions for 

each seeding method. For more discussion on the particle seeding, see the LDV 

documentation. 

  

Figure B.3 Comparison of incoming mean flow (a) and turbulent stress (b) boundary 

layers both with and without the modified seeding tubes installed showing negligible 

difference in flow condition. Note that the profiles were taken using hot-wire 

anemometry for the C. 

  

a

) 

b
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APPENDIX C:   

OPERATING TEST CONDITIONS 

The test conditions were recorded at least once per day and included, lab 

temperature, pressure, and relative humidity. These measurements, recorded in the archival 

data files, were made using a Fisher Scientific digital barometer model #14-650-118. 

Density, viscosity, freestream velocity, and Reynolds number were calculated using the 

procedures and equations outlined in this document. Additional measurements including, 

wind tunnel temperature and relative humidity were measured throughout the duration of 

several tests to characterize their typical variation, which is largely a function of the flexible 

ceiling position, (i.e. which separation case was being examined, and the run duration).  

C.1 Temperature 

The wind tunnel temperature was recorded using a thermocouple located in the 

wind tunnel contraction. A typical temperature variation for Case C is shown in Figure C.1 

and includes both tunnel and lab temperature. For reference, in the following figures each 

data point is taken approximately 15 minutes apart and the time is non-dimensionalized to 

yield a test duration that goes from 0 to 1 corresponding to the start and end of the test, 

respectively. 
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Due to the lowered flexible ceiling position, this case required the most power from 

the drive motor. This in combination with the significant tunnel test section blockage 

caused the chilled water-cooling system to not be able to fully maintain a constant 

temperature throughout each test. It was not uncommon for tunnel temperature to vary 5-

15 °C throughout the duration of each run. A typical LDV test duration was 1-3 hours, and 

often the tests were closely spaced which prevented the tunnel temperature from returning 

to that of the lab before the start of the next test.  

 

Figure C.1 A typical temperature variation for Case C showing both the tunnel 

temperature (a) and lab temperature (b). Each test is plotted over its duration which 

goes from start (0) to finish (1) with each data point being taken approximately 15 

minutes apart. 

A typical temperature variation for Case B is shown in Figure C.2 and includes both 

tunnel and lab temperature. Due to flexible ceiling being positioned higher up, the blockage 

was not as significant as in Case C, causing the typical temperature rise to be lower. For 

Case B the tunnel temp usually only varied by about 5 °C. For reference, the lab 

temperature is also shown to indicate that the tunnel temperature rise is not due to any sort 

of temperature variation in the lab. 
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Figure C.2 A typical temperature variation for Case B showing both the tunnel 

temperature (a) and lab temperature (b). Each test is plotted over its duration which 

goes from start (0) to finish (1) with each data point being taken approximately 15 

minutes apart.  

A typical temperature variation for Case A is shown in Figure C.3 and includes 

both tunnel and lab temperature. Unlike Cases C and B, the higher position of the flexible 

ceiling reduced both the blockage and required drive motor input power. This allowed the 

chilled water-cooling system to do a decent job of maintaining the tunnel temperature 

throughout the duration of each test. Here the tunnel temp usually only varied by about 2 

°C. 
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Figure C.3 A typical temperature variation for Case A showing both the tunnel 

temperature (a) and lab temperature (b). Each test is plotted over its duration which 

goes from start (0) to finish (1) with each data point being taken approximately 15 

minutes apart.  

C.2 Pressure 

Absolute pressure measurements of the laboratory environment were recorded at 

least once per day. From multiple measurements recorded over the period of the day, it is 

estimated the lab pressure may vary by about 1-2 hPa. 

C.3 Relative Humidity 

Relative humidity was also recorded both in the wind tunnel and in the lab and 

typical variations for Cases, C, B, and A are shown below in Figure C.4-6. As was done 

for the temperature plots, here each data point is taken approximately 15 minutes apart and 

the test duration is non-dimensionalized to yield a test duration that goes from 0 to 1 which 

correspond to the start and end of the test, respectively. While the lab humidity may vary 

by about 5% during a test, the tunnel humidity for all cases start out high and quickly drop 

and stabilize to a value far below that in the lab. 
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Figure C.4 A typical relative humidity variation for Case C showing both the tunnel 

humidity (a) and lab humidity (b). Each test is plotted over its duration which goes from 

start (0) to finish (1) with each data point being taken approximately 15 minutes apart. 

  

 

Figure C.5 A typical relative humidity variation for Case B showing both the tunnel 

humidity (a) and lab humidity (b). Each test is plotted over its duration which goes from 

start (0) to finish (1) with each data point being taken approximately 15 minutes apart. 

  

 



 

280 

 

Figure C.6 A typical relative humidity variation for Case A showing both the tunnel 

humidity (a) and lab humidity (b). Each test is plotted over its duration which goes from 

start (0) to finish (1) with each data point being taken approximately 15 minutes apart.  

C.4 Density 

The density, ρ [kg⁄m3], was calculated as a function of pressure temperature and 

relative humidity using Jones’s formula [57] 

                      

𝜌 =  
0.0034848

𝑇+273.15
(𝑃 − 0.0037960 ∗ RH ∗ Ps)     (𝐶. 5) 

 

where P is the atmospheric pressure [Pa], T is the temperature [C], RH is the relative 

humidity [%], and Ps is the saturated water vapor pressure. Teten’s formula was used to 

calculate the saturated water vapor pressure as 

                      

𝑃𝑠 =  611 × 10(
7.5T

𝑇+237.3
)    (𝐶. 6) 
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C.5 Viscosity 

The dynamic viscosity was calculated using Sutherland’s law [63] with three 

coefficients which has the form 

    

𝜇 =  μ0 (
𝑇

𝑇0 
)

3

2
(
𝑇0+𝑆

𝑇+𝑆
)    (𝐶. 7) 

 

where T is the temperature [K], μ0 = 1.7894×10-5 [kg⁄(m*s]) is a reference viscosity, T0 = 

273.11 [K] is a reference temperature, and the Sutherland constant S = 110.56 [K] is the 

effective temperature. The kinematic viscosity is related to the dynamic viscosity and 

density as 

 

𝜈 =  
𝜇

𝜌
     (𝐶. 8) 

 

and has units of [m2/s]. 

C.6 Freestream Velocity 

A pitot-static tube located in the test section freestream at X = -0.97 [m] and Y = 

0.58 [m] was used to measure dynamic pressure which was then converted to velocity and 

Mach number. Two built-in Setra model 270 absolute pressure transducers were used in 

conjunction with this pitot-static tube and recorded the total PT and static pressure PS 

respectively. The Mach number, M, was then determined as follows: 
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                                                    𝑀 = √
2(𝑃𝑇−𝑃𝑠)

𝛾𝑃𝑠
                                                              𝐶. 9) 

 

where γ = 1.4 is the specific heat ratio of air. The wind tunnel freestream velocity was then 

primarily dictated by the Mach number, which was fixed at M = 0.2, and the temperature 

which varied as discussed previously. This relation can be written as: 

 

                                                    𝑈∞ =  𝑀√𝛾𝑅𝑇                                                              (𝐶. 10) 

 

where R = 287.05 [J/(kg*K)] is the gas constant for air, and T is the air temperature [K]. 

The sensitivities of M with respect to each of the dependent values were obtained by partial 

differentiation. 

                                                     
𝜕𝑀

𝜕𝑃𝑇
= 

1

𝑀𝛾𝑃𝑆
                                                                   (𝐶. 11) 

                                                     
𝜕𝑀

𝜕𝑃𝑆
= 

−𝑃𝑇

𝑀𝛾𝑃𝑆
2                                                                 (𝐶. 12) 

This gives the uncertainty of the Mach number, 𝑏M as: 

                                     𝑏𝑀 = [ (
𝜕𝑀

𝜕𝑃𝑇
𝑏𝑃𝑇

)
2

+ (
𝜕𝑀

𝜕𝑃𝑆
𝑏𝑃𝑆

)
2

]

1

2

                                          (𝐶. 13) 

 

where 𝑏𝑃𝑇
 and 𝑏𝑃𝑆

 are the uncertainties of the Setra pressure transducers given as 25 Pa. 

Since the Mach number, M is held constant at 0.2 throughout the duration of the tests, the 

freestream velocity must change in proportion to the local speed of sound. This inherently 

introduces uncertainty that may be accounted for by examining the relationship between 
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freestream velocity, U∞, Mach number, M, and temperature, T, using equation (6). The 

uncertainty in freestream velocity can be written as: 

                                     𝑏𝑈∞
= [ (

𝜕𝑈∞

𝜕𝑇
𝑏𝑇)

2

+ (
𝜕𝑈∞

𝜕𝑀
𝑏𝑀)

2

]

1

2

                                           (𝐶. 14) 

 

or equivalently, 

 

                                 𝑏𝑈∞
= [ (

𝑀

2
√

𝛾𝑅

𝑇
𝑏𝑇)

2

+ (√𝛾𝑅𝑇 𝑏𝑀)
2
]

1

2

                                       (𝐶. 15) 

 

where bT is the uncertainty in temperature taken as half the estimated greatest change in 

temperature over the course of all the tests, as seen in Figure C.1-3. Using the estimates of 

temperature and temperature change from Figure C.1-3, as well as the uncertainty 

introduced from the two Setra pressure transducers, the estimated uncertainty in freestream 

velocity is given in Table 1.  

TABLE C.1  

UNCERTAINTY ESTIMATES FOR CASES A, B AND C 

 Case A Case B Case C 

𝑇𝑚𝑒𝑎𝑛 [°𝐶] 27 30 35 

𝑈∞[𝑚 𝑠⁄ ] 69.46 69.81 70.38 

𝑏𝑇 [°𝐶] 1.5 3.5 9 

𝑏𝑀 0.0013 0.0013 0.0013 

𝑏𝑈∞
 [𝑚 𝑠⁄ ] 0.49 0.61 1.13 
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C.7 Reynolds Number

 The Reynolds number was based off the ramp height, H = 0.2 [m], and is given as 

follows: 

𝑅𝑒𝐻 = 
𝑈∞𝐻

𝜈
 ≈ 8.4 × 105  (𝐶. 16) 

where U∞ is the freestream velocity recorded with the pitot tube and ν is kinematic 

viscosity. 
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APPENDIX D:   

UNCERTAINTY ANALYSIS 

D.1 Surface Pressure Uncertainty Analysis 

The uncertainty analysis procedure followed the general guidelines laid out in the 

ASME PTC 19.1-2005 Test Uncertainty manual [134]. This section will outline the 

procedure used to calculate the uncertainty for the Cp measurements, both of which are 

reported in this document and on the NASA Langley Turbulence Modeling Resource 

website [14]. The combined standard uncertainty of Cp is a combination of the random 

uncertainty, sCp, and the systematic standard uncertainty, bCp. 

                                                       𝑢𝐶𝑝
= [ 𝑏𝐶𝑝

2 + 𝑠𝐶𝑝

2 ]

1

2
                                                        (𝐷. 17) 

 

The functional dependence of the pressure coefficient on the measured gauge 

pressure and dynamic pressure is as follows: 

 

                                                             𝐶𝑝 = 𝑓(∆𝑃𝑖, 𝑞)                                                              (𝐷. 18) 

 

The sensitivities of Cp with respect to each of these dependent values were obtained 

by partial differentiation. 
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𝜕𝐶𝑝

𝜕∆𝑃𝑖
= 

1

𝑞
                                                                         (𝐷. 19) 

                                                  
𝜕𝐶𝑝

𝜕𝑞
= −

∆𝑃𝑖

𝑞2                                                                      (𝐷. 20) 

 

The random uncertainty, sCp, is a function of the random uncertainties 𝑠∆𝑃𝑖
 and sq, 

and were obtained from equations (𝐷. 18𝐷. 18𝐷. 18) and (𝐷. 19) as follows: 

 

                               𝑠𝐶𝑝
= [ (

𝜕𝐶𝑝

𝜕∆𝑃𝑖
𝑠∆𝑃𝑖

)2 + (
𝜕𝐶𝑝

𝜕𝑞
𝑠𝑞)

2]

1

2
                                              (𝐷. 21) 

 

or equivalently, 

 

                                         𝑠𝐶𝑝
=

1

|𝑞|
[ 𝑠∆𝑃𝑖

2 + 𝐶𝑝
2𝑠𝑞

2]
1

2                                               (𝐷. 22) 

 

The random standard uncertainties 𝑠∆𝑃𝑖
 and sq are related to the estimator variances 

as follows: 

 

                                              𝑠∆𝑃𝑖
= √

𝑣𝑎𝑟∆𝑃𝑖

𝑁
                                                                 (𝐷. 23) 

                                                𝑠𝑞 = √
𝑣𝑎𝑟𝑞

𝑁
                                                                      (𝐷. 24)  

 

where N is the number of samples. 
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Propagation of the systematic uncertainties was done in a similar manner to that of 

the random uncertainties.  

 

                                         𝑏𝐶𝑝
= [ (

𝜕𝐶𝑝

𝜕∆𝑃𝑖
𝑏∆𝑃𝑖

)2 + (
𝜕𝐶𝑝

𝜕𝑞
𝑏𝑞)

2]

1

2
                                                (𝐷. 25) 

 

or equivalently, 

 

                                    𝑏𝐶𝑝
=

1

|𝑞|
[ 𝑏∆𝑃𝑖

2 + 𝐶𝑝
2𝑏𝑞

2]
1

2 = 
𝑏𝑝

|𝑞|
[1 + 𝐶𝑝

2]
1

2                                     (𝐷. 26) 

 

Here the fact that the systematic uncertainty for the measured gauge pressure and dynamic 

pressure are the same, bp, was used to simplify the equation. This fact is due to all pressure 

measurements being made with the same pressure transducer. The systematic uncertainty 

of the Scanivalve pressure transducer was divided into two components, the calibration 

uncertainty, bcal, and the instrument uncertainty, binst.  

 

                                                   𝑏𝑝 = [ 𝑏𝑐𝑎𝑙
2 + 𝑏𝑖𝑛𝑠𝑡

2 ]
1

2                                                              (𝐷. 27) 

 

The instrument uncertainty is that given with the pressure transducer, 0.3% of full-

scale, with the full-scale range being 10 inches of water. Once converted to the metric 

system, this yields binst = ±7.47 [Pa]. The calibration uncertainty is based off the linear 

regression used to convert the Scanivalve transducer output voltage to pressure. The 

calibration curve is shown in Figure 2.7 and the linear fit equation is: 
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                                          𝑃 = 1205.207𝑉 + 45.5483                                                       (𝐷. 28) 

 

where V is the transducer output in Volts and P is the respective pressure in Pascals. From 

this regression curve fit the uncertainty was calculated using the procedure outlined in 

section 8-6 of the ASME PTC 19.1-2005 Test Uncertainty manual [134]. The calibration 

uncertainty is dependent on the voltage and hence varies for each point. In general, bcal is 

about 60-85% of binst. 

The combined standard uncertainty was given in equation (𝐷. 17) and is a 

combination of the random uncertainty and the systematic standard uncertainty. Here it is 

repeated utilizing equations (𝐷. 21) and (𝐷. 25). 

 

                                𝑢𝐶𝑝
=

1

|𝑞|
[ 𝑏𝑝

2(1 + 𝐶𝑝
2) + (𝑠∆𝑃𝑖

2 + 𝐶𝑝
2𝑠𝑞

2)]
1

2
                                         (𝐷. 29) 

 

The expanded uncertainty is the combined standard uncertainty multiplied by the 

Student’s t-table value, tν,p  where ν is N – 1 and p is the selected confidence interval. At 

20:1 odds or p = 95% confidence and assuming a large sample size, tν,p  = 1.96. Using this 

analysis, the true value is expected to lie within: 

 

                                                          𝐶𝑝  ± 𝑡𝜈,𝑝𝑢𝐶𝑝
                                                                     (𝐷. 30) 

 

where tν,p uU is the expanded uncertainty or simply the uncertainty of the quantity. 
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D.2 Pitot-Tube Measurement Uncertainty Analysis 

The uncertainty analysis procedure followed the general guidelines laid out in the 

ASME PTC 19.1-2005 Test Uncertainty manual [134]. This section will outline the 

procedure used to calculate the uncertainty for the sidewall boundary layer streamwise 

mean velocity, U, measurements which are reported in this document and on the NASA 

Langley Turbulence Modeling Resource website [14]. The combined standard uncertainty 

of U is a combination of the random uncertainty, sU, and the systematic standard 

uncertainty, bU. 

 

                                                     𝑢𝑈 = [ 𝑏𝑈
2 + 𝑠𝑈

2]
1

2                                                                  (𝐷. 31) 

 

The functional dependence of the mean velocity on the measured pressure and 

density are as follows: 

 

                                                 𝑈 = 𝑓(∆𝑃, 𝜌) =  √
2∆𝑃

𝜌
                                                             (𝐷. 32) 

 

The sensitivities of U with respect to each of these dependent values were obtained 

by partial differentiation. 

 

                                                          
𝜕𝑈

𝜕∆𝑃
= 

1

√2𝜌∆𝑃
                                                                     (𝐷. 33) 

                                                          
𝜕𝑈

𝜕𝜌
= −√

∆𝑃

2𝜌3                                                                      (𝐷. 34) 
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The random uncertainty, sU, is a function of the random uncertainty sP and was 

obtained from equations (𝐷. 32) and (𝐷. 33) as follows: 

 

                                                 𝑠𝑈 = [ (
𝜕𝑈

𝜕∆𝑃
𝑠𝑃)2]

1

2
                                                               (𝐷. 35) 

 

or equivalently, 

 

                                                    𝑠𝑈 =  
1

√2𝜌∆𝑃
𝑆𝑃                                                                    (𝐷. 36) 

 

The random standard uncertainty sP is related to the estimator variance as follows: 

 

                                                       𝑠𝑃 = √
𝑣𝑎𝑟𝑃

𝑁
                                                                       (𝐷. 37) 

 

where N is the number of samples. 

Propagation of the systematic uncertainties was done in a similar manner to that of 

the random uncertainties except here we need to consider the uncertainty due to the 

variation in freestream velocity with temperature. The freestream velocity is related to the 

temperature, T, via the definition of the Mach number, M, written as: 

 

                                                      𝑈 = 𝑀√𝛾𝑅𝑇                                                                     (𝐷. 38) 
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where M is held constant at 0.2 throughout the duration of the tests. Including the sensitivity 

of this term, the systematic uncertainty can be written as: 

 

                             𝑏𝑈 = [ (
1

𝑘𝑃

𝜕𝑈

𝜕∆𝑃
𝑏𝑃)2 + (

1

𝑘𝜌

𝜕𝑈

𝜕𝜌
𝑏𝜌)2  +  (

1

𝑘𝑇

𝜕𝑈

𝜕𝑇
𝑏𝑇)2]

1

2
                         (𝐷. 39) 

 

or equivalently, 

 

                                     𝑏𝑈 = [
1

2𝜌𝑃𝑘𝑃
𝑏𝑝

2 + 
𝑃

2𝜌3𝑘𝜌
𝑏𝜌

2 + 
𝑀2𝛾𝑅

4𝑇𝑘𝑇
𝑏𝑇

2]

1

2
                                        (𝐷. 40) 

 

where kP, kρ, and kT are the coverage factors taken as √3  while bP, bρ, and bT are the 

systematic uncertainties in pressure, density, and temperature respectively. The systematic 

uncertainty of the density was estimated using: 

 

                                                   𝑏𝜌 = 
|𝜌𝑠𝑡𝑎𝑟𝑡− 𝜌𝑒𝑛𝑑| 

2
                                                               (𝐷. 41) 

 

where ρstart and ρend are the respective densities calculated from the temperature variation 

from the start to end of the experiment. As was done for the pressure measurements, the 

systematic uncertainty of the Scanivalve pressure transducer was divided into two 

components, the calibration uncertainty, bcal, and the instrument uncertainty, binst.  

 

                                                   𝑏𝑝 = [ 𝑏𝑐𝑎𝑙
2 + 𝑏𝑖𝑛𝑠𝑡

2 ]
1

2                                                             (𝐷. 42) 
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The instrument uncertainty is that given with the pressure transducer, 0.3% of full-

scale, with the full-scale range being 10 inches of water. Once converted to the metric 

system, this yields binst = ±7.4652 [Pa]. The calibration uncertainty is based off the linear 

regression used to convert the Scanivalve transducer output voltage to pressure. The 

calibration curve is shown in Figure 1 and the linear fit equation is: 

 

                                            𝑃 = 1205.207 𝑉 + 45.5483                                                    (𝐷. 43) 

 

where V is the transducer output in Volts and P is the respective pressure in Pascals. From 

this regression curve fit the uncertainty was calculated using the procedure outlined in 

section 8-6 of the ASME PTC 19.1-2005 Test Uncertainty manual [134]. The calibration 

uncertainty is dependent on the voltage and hence varies for each point. For the range used 

in these measurements bcal is about 45-91% of binst. The temperature uncertainty is a 

combination of the variation in the temperature over the course of the run, ΔT, and the 

uncertainty in the thermocouple, bTC. This can be written as: 

 

                                                     𝑏𝑇 = [ ∆T2 + 𝑏𝑇𝐶
2 ]

1

2                                                            (𝐷. 44) 

 

where bTC is taken as 2 °C.  

The combined standard uncertainty was given in equation (𝐷. 31) and is a 

combination of the random uncertainty and the systematic standard uncertainty. The 

expanded uncertainty is the combined standard uncertainty multiplied by the Student’s t-

table value, tν,p where ν is N – 1 and p is the selected confidence interval. At 20:1 odds or 
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p = 95% confidence and assuming a large sample size, tν,p = 1.96. Using this analysis, the 

true value is expected to lie within: 

 

                                                              𝑈 ± 𝑡𝜈,𝑝𝑢𝑈                                                                (𝐷. 45) 

 

where tν,p uU is the expanded uncertainty or simply the uncertainty of the quantity. 

D.3 Hot-Wire Anemometry Uncertainty Analysis 

The uncertainty analysis procedure followed the general guidelines laid out in the 

ASME PTC 19.1-2005 Test Uncertainty manual [134] as well as a Dantec hot-wire 

measurement guide [135]. The combined standard uncertainty of U is a combination of the 

random uncertainty, sU, and the systematic standard uncertainty, bU. 

 

𝑢𝑈 = [ 𝑏𝑈
2 + 𝑠𝑈

2]
1

2 (𝐷. 46)  

 

The random uncertainty, sU, is related to the variance as follows: 

 

𝑠𝑈 = √
𝑢′2̅̅ ̅̅

𝑁
  (𝐷. 47) 

 

where N is the number of samples. The overall systematic standard uncertainty is the 

geometric sum of the individual systematic uncertainties written as: 
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𝑏𝑈 =

[
 
 
 
  (

1

𝑘𝜃
𝑏𝜃)2 + (

1

𝑘𝑓𝑖𝑡
𝑏𝑓𝑖𝑡)

2 + (
1

𝑘𝑐𝑎𝑙
𝑏𝑐𝑎𝑙)

2 + (
1

𝑘𝑃
𝑏𝑃)2  + ⋯

 (
1

𝑘𝑇
𝑏𝑇)2  +  (

1

𝑘𝐴
𝐷

𝑏𝐴
𝐷
)2 + (

1

𝑘𝐷
𝑏𝐷)2 

]
 
 
 
 

1
2

(𝐷. 48) 

 

where ki is the coverage factor of the input variance. The systematic uncertainty of the 

probe angular alignment was estimated using: 

 

                           𝑏𝜃 =  𝑈(1 − 𝑐𝑜𝑠(𝜃))                         (𝐷. 49) 

 

where θ is the probe angle with respect to freestream flow. Here, θ is estimated to be aligned 

within ±3°. Since the calibration curve fit implicitly defines U(E) calculating the systematic 

uncertainty in the fit required a backward approach as follows:  

 

𝑏𝑓𝑖𝑡 = 
𝑏𝐸

𝜕𝐸
𝜕𝑈

    (𝐷. 50) 

 

where bE is the estimated standard error in the voltage produced by using the curve fit for 

the velocity U (provided by using the polyval command in MATLAB) and 
𝜕𝐸

𝜕𝑈
 was 

calculated using equation (2.12). 

The uncertainty in the calibration, bcal, is a combination of two primary factors, 1) 

the accuracy with which the selected calibration flow speeds, Mi or Ui, are known, and 2) 

the deviation of flow from the pitot probe location to the hot-wire probe location during 

the calibration process, i.e. the freestream flow uniformity. The calibration speeds were set 
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by the wind tunnel controls and are measured by the two Setra pressure transducers. The 

uncertainty of the flow speeds is calculated from pressure via Bernoulli’s equation and 

from the definition of Mach number given as: 

 

𝑀 = √
2(𝑃𝑇 − 𝑃𝑆)

𝛾𝑃𝑆

(𝐷. 51) 

 

where PT and PS are the local total and static pressure respectively, each measured with a 

Setra Model 270. The sensitivities of M with respect to each of the dependent values were 

obtained by partial differentiation. 

 

𝜕𝑀

𝜕𝑃𝑇
= 

1

𝑀𝛾𝑃𝑆

(𝐷. 52) 

 

𝜕𝑀

𝜕𝑃𝑆
= 

−𝑃𝑇

𝑀𝛾𝑃𝑆
2

(𝐷. 53) 

 

This gives the uncertainty of the calibration Mach numbers, 𝑏𝑀𝑐𝑎𝑙
 as: 

 

𝑏𝑀𝑐𝑎𝑙
= [ (

𝜕𝑀

𝜕𝑃𝑇
𝑏𝑃𝑇

)
2

+ (
𝜕𝑀

𝜕𝑃𝑆
𝑏𝑃𝑆

)
2

]

1
2

(𝐷. 54) 

 



 

296 

where 𝑏𝑃𝑇
 and 𝑏𝑃𝑆

 are the uncertainties of the Setra pressure transducers given as 25 Pa. 

Using this information, the uncertainty in the calibration velocities can then be calculated 

using equations (𝐷. 54) and (2.9) as follows: 

 

𝑏𝑈𝑐𝑎𝑙
= [ (

𝑈

𝑀
𝑏𝑀𝑐𝑎𝑙

)
2

+ (
𝑈

2𝑇
∆𝑇)

2

]

1
2

(𝐷. 55) 

 

where ∆T is the uncertainty of the temperature measurements taken as 2 °C. An example 

of the uncertainty in the calibration velocities is shown in the calibration plot, Figure 2.10. 

This uncertainty in the calibration velocity at a given voltage is equivalent to the 

uncertainty in the flow measurement for the same voltage. The uncertainty in the 

freestream flow uniformity from the hot-wire location to the pitot tube is likely to be 

significant, as the freestream velocity appears to vary location to location; however, this 

uncertainty has not been systematically addressed, hence it will not considered here. If 

included, it would be geometrically added to the uncertainty in the calibration velocity as 

follows: 

 

𝑏𝑐𝑎𝑙 = [ (𝑏𝑈𝑐𝑎𝑙
)
2
+ (𝑏𝑈𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦

)
2

]

1
2

(𝐷. 56)  

 

Changes in ambient pressure also produce an uncertainty in the result through their 

influence on density. Since the calibration velocity more formally represents a change in 
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mass flux, ρU, the density enters the calibration equation. Hence, the calibration equation 

could be written as: 

 

𝐸(𝜌, 𝑈) = 𝑓(𝜌𝑈) (𝐷. 57) 

 

The uncertainty caused by changes in ambient pressure can then be written as: 

 

𝑏𝑝 = 
𝜕𝑈

𝜕𝐸

𝜕𝐸

𝜕𝜌

𝜕𝜌

𝜕𝑃
∆𝑃 =  

𝑈∆𝑃

𝑃
(𝐷. 58) 

 

where ∆P is the uncertainty or change in the ambient pressure during the calibration and 

test, estimated as 1 hPa. 

While a temperature correction was applied to the calibration and data, there is still 

uncertainty in the measured temperature, and hence this should be considered as a source 

of uncertainty. This uncertainty in temperature comes from the fact that the hot-wire 

voltage is directly related to the heat transfer. To account for this, the voltage-velocity 

relation is first written in a form relating it to the convective heat transfer. 

 

𝐸(𝜌, 𝑈, 𝑇𝑎) = (Tw − 𝑇𝑎) ∗ 𝑓(𝜌𝑈) (𝐷. 59) 

 

This form of the equation is then used to determine the uncertainty caused by changes in 

temperature as: 
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𝑏𝑇 = 
𝜕𝑈

𝜕𝐸

𝜕𝐸

𝜕𝑇
∆𝑇 + 

𝜕𝑈

𝜕𝐸

𝜕𝐸

𝜕𝜌

𝜕𝜌

𝜕𝑇
∆𝑇 =  

−𝑓(𝜌𝑈)∆𝑇

(Tw − 𝑇𝑎) ∗ 𝑓′(𝜌𝑈)𝜌
+ 

−𝑈∆𝑇

𝑇
(𝐷. 60) 

 

where the first term is due to convective heat transfer and the second term changes in 

density caused by temperature. 

The uncertainty in the analog to digital conversion can be calculated as follows: 

 

𝑏𝐴
𝐷

=  
𝐸𝐴𝐷

2𝑛

𝜕𝑈

𝜕𝐸
(𝐷. 61) 

  

where EAD is the A/D board input range taken as 20 V, and n is the resolution in bits taken 

as 16. Of the uncertainty sources examined, this one is the smallest in magnitude and could 

easily by neglected without changing the overall uncertainty result. 

Another systematic uncertainty that arises is a drift in the anemometer voltage as 

the probe approaches the surface. This can be seen by taking a data set profile with no air 

flow, recording the voltages, and then running them through the calibration curve fit 

equation to give velocities. With no air flow the voltage should yield a velocity near zero, 

with only small deviations due to normal air circulation in the room/wind tunnel. What is 

seen, however, is that near the surface the indicated velocity is not zero and instead deviates 

substantially, as shown in Figure D.1.b. Once the probe is about yoff = 1.4 mm off the 

surface, this variation is gone and only the expected small deviations remain with the 

voltage being roughly Ecal = E(0). 
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Figure D.1 Plot of drift voltage (a) and drift velocity (b) as functions of wall-normal 

height for a test with no air flow, i.e. M = 0. Note that near the surface the voltage (a) 

drifts causing an “artificial” velocity (b) to appear. 

This near wall effect could be due to heat transfer and should be included in the 

uncertainty of the measurements. The drift in voltage was not nearly this substantial in 

most of the cases, so this example should be treated as the extreme case; however, the trend 

was the same. To account for this effect, instead of taking a no-flow profile before each 

test, the drift in voltage was recorded at the first point near the wall, Ewall, before the test 

was started. This was then fit to a linear function of voltage vs wall normal location that 

only extended yoff = 1.4 mm off the surface with the remaining drift voltage being set to 

Ecal. In equation form this is written as: 

 

𝐸𝐷 =  
𝐸𝑐𝑎𝑙 − 𝐸𝑤𝑎𝑙𝑙

𝑦𝑜𝑓𝑓
𝑦 + 𝐸𝑤𝑎𝑙𝑙 (𝐷. 62) 

 

where ED is the drift voltage and is a function of the wall-normal location. The uncertainty 

that this produces in the velocity, bD, is calculated by inputting the drift voltage into the 
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calibration curve fit equation (2.12) and solving by the bisection method to yield the drift 

velocity. This can be written as follows: 

 

𝑏𝐷 =  𝑔(𝐸𝐷) (𝐷. 63) 

 

This model is also shown in Figure D.1 and compares quite well to the observed data. 

Again, most profiles did not drift as far as 5 V and were instead in the 7-9 V range. 

A list of the uncertainty sources just discussed, and their estimated magnitudes, are 

shown in Figure D.1. It should also be pointed out what sources of uncertainty were not 

considered here. As mentioned, the uniformity of the freestream flow is not known. 

Additionally, the effects of spatial averaging over the span of the hot-wire length likely 

influences the shape and magnitude of the variance profiles. This can be seen when the 

variance is written in the form of turbulence intensity. Hutchins et al. [67] provide a likely 

explanation for this phenomena in the attenuation of small scales due to a large viscous 

scaled wire length, l+, approximately 271 here. For further discussion see Hutchins et al. 

[67]. 
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TABLE D.1  

SYSTEMATIC UNCERTAINTY SOURCES 

Uncertainty Source Estimated 

Uncertainty 

Coverage 

Factor 

Remarks 

Probe angular alignment: 𝒃𝜽 ±0.14 % of U √3 Estimated uncertainty in 

alignment with streamwise 

flow direction. 

Curve fit: 𝒃𝒇𝒊𝒕 ±1 % of U 2 Estimated by using the 

standard error of the curve 

fit E = f(U) 

Calibration: 𝒃𝒄𝒂𝒍 ±1 % to ± 4 %  of U 2 Only includes the 

uncertainty of the 

calibration points, not the 

freestream flow non-

uniformity. 

Temperature: 𝒃𝑻 ±1 % of U √3 Estimated based off 

thermocouple uncertainty 

of 2°C. 

Ambient Pressure: 𝒃𝑷 ±0.1 % of U √3 Estimated based off a 1 

hPa change in ambient 

pressure during the 

calibration and test. 

A/D Resolution:  𝒃𝑨

𝑫

 ±0.01 % of U √3 For the NI DAQ with 16 

bits of resolution and 20 V 

input range. 

Voltage Drift:  𝒃𝑫 ±0 % to ± 5 % of U √3 This uncertainty is only 

substantial near the surface 

and in most cases peaks 

around 2% of U. 

 

An example of the elemental uncertainty of each of the systematic uncertainty 

components and the random uncertainty are shown as a function of the wall-normal profile 

point in the bar graph in Figure D.2. Here, the sum of each element is scaled to equal 100% 

to highlight the relative magnitude of each uncertainty source and the profile point starts at 

the wall (point 1) and continues into the freestream (point 48). In general, the uncertainties 

due to calibration, temperature, curve fit, and voltage drift are the most significant, with 

substantial variation across the boundary layer profile. 
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Figure D.2 Plot of the relative uncertainty due to each of the sources 

discussed as a function of the boundary layer height. Here the uncertainty 

of each source is written as a percentage of the total uncertainty at each 

point. Note that the profile point starts just off the surface, Profile Point 

1, and continues into the freestream, Profile Point 48. 

The combined standard uncertainty was given in equation (𝐷. 46) and is a 

combination of the random uncertainty and the systematic standard uncertainty. The 

expanded uncertainty is the combined standard uncertainty multiplied by the Student’s t-

table value, tν,p where ν is N – 1 and p is the selected confidence interval. At 20:1 odds or 

p = 95% confidence and assuming a large sample size, tν,p = 1.96. Using this analysis, the 

true value is expected to lie within: 

 

𝑈 ± 𝑡𝜈,𝑝𝑢𝑈 (𝐷. 64) 

 

where 𝑡𝜈,𝑝𝑢𝑈 is the expanded uncertainty or simply the uncertainty of the quantity. 
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The uncertainty considered thus far is with respect to the mean velocity, U. It is 

assumed that the systematic uncertainties examined only effect the mean not the variance. 

Thus, the uncertainty of the variance is solely a function of the variance, the kurtosis, and 

the number of samples and can be written as: 

 

𝑢𝑢′2̅̅ ̅̅ ̅ = √
𝑢′4 ̅̅ ̅̅ ̅– 𝑢′2̅̅ ̅̅

𝑁
(𝐷. 65) 

 

This yields the expanded uncertainty as: 

 

𝑢′2̅̅ ̅̅  ±  𝑡𝜈,𝑝𝑢𝑢′2̅̅ ̅̅ ̅ (𝐷. 66) 

D.4 Oil-Film Interferometry Uncertainty Analysis 

This section will outline the procedure used to calculate the uncertainty for the oil-

film interferometry measurements reported. The uncertainty of Cf is a combination, via 

propagation, of the uncertainties of each of the parameters of Cf. The functional dependence 

of Cf is as follows: 

 

𝐶𝑓 =  𝑓 (𝜃, 𝜆, ∆𝑥, 𝑛, 𝑞∞(𝑡), 𝜇(𝜈0, 𝑇(𝑡))) (𝐷. 67) 

 

The sensitivities of Cf with respect to each of these dependent values were obtained 

by partial differentiation of equation (2.17). For ease of calculation, the integral in the 

denominator of equation (2.17) is defined as: 
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𝐼 =  ∫
𝑞∞(𝑡)

𝜇(𝜈0, 𝑇(𝑡))
𝑑𝑡

𝑡𝑟𝑢𝑛

0

(𝐷. 68) 

 

The uncertainty of Cf can then be written as: 

 

                       𝑢𝐶𝑓
= [ (

𝜕𝐶𝑓

𝜕𝜃
𝑢𝜃)2 + (

𝜕𝐶𝑓

𝜕𝑛
𝑢𝑛)2 + (

𝜕𝐶𝑓

𝜕∆𝑥
𝑢∆𝑥)

2 + (
𝜕𝐶𝑓

𝜕𝐼

𝜕𝐼

𝜕𝑞∞
𝑢𝑞∞

)2 +

                                                     …  (
𝜕𝐶𝑓

𝜕𝐼

𝜕𝐼

𝜕𝜇

𝜕𝜇

𝜕𝜈0
𝑢𝜈0

)2 +  (
𝜕𝐶𝑓

𝜕𝐼

𝜕𝐼

𝜕𝜇

𝜕𝜇

𝜕𝑇
𝑢𝑇)2]

1

2
                      (𝐷. 69) 

 

The estimated uncertainties of each of the parameters in equation (𝐷. 69) is given 

below in Table D.2. Approximately 85% of the uncertainty of Cf is due to the uncertainty 

associated with the variation in the viscosity. This includes both the 5% manufacturer’s 

reported uncertainty as well as its variation with temperature and the uncertainty therein. 

The uncertainty in Cf of each of the measurements is shown in Table 3.1 and is 

approximately 5-9% of the local reported nominal value. 
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TABLE D.2  

UNCERTAINTY SOURCES AND ESTIMATE VALUES 

Uncertainty Source Estimated Uncertainty Remarks 

Incident angle: 𝒖𝜽 ±0.051 (2.9°) Primarily due to the geometry 

imposed small camera focal distance 

and the streamwise length of the 

interferogram region. 

Fringe spacing: 𝒖∆𝒙 ±|∆𝑥1 − ∆𝑥2| Taken as the magnitude of the 

difference between Fourier series fit 

results. This dominates the random 

uncertainty. 

Oil viscosity: 𝒖𝝂𝟎
 ±5% 𝑜𝑓 𝜈0 Manufacturer’s specification. 

Uncertainty could be reduced by 

viscometer calibration. 

Temperature: 𝒖𝑻 ±2 °C Estimated based off standard k-type 

thermocouple uncertainty. 

Dynamic pressure: 𝒖𝒒∞
 ±0.3% of FS Full-scale range is 10 in H2O. This 

value was doubled to account for the 

calibration uncertainty which is of 

approximately equal magnitude. 

Oil index of refraction: 𝒖𝒏 ±0.002 Manufacturer’s specification. 

Light wavelength: 𝒖𝝀 Negligible The two wavelengths from the 

sodium lamp 589 nm and 589.6 nm 

are so close together the uncertainty 

is very small. 

D.5 Laser Doppler Velocimetry Uncertainty Analysis 

The LDV data presented in this dissertation were acquired over the period of 

approximately 17 months ranging from April 2018 to August 2019. For each test, the tunnel 

was warmed up and allowed to reach steady state before any LDV measurements were 

acquired. For each profile, the probe locations were preset in the BSA flow software and 

the data collection process was semi-automated. A typical profile took anywhere from 30 

minutes to 3 hours to collect sufficient statistically converged data. The number of samples 

collected per probe location varied significantly due to a highly varying data rate 

throughout the flow measurement region. In many cases, multiple runs were acquired for 
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a profile and the results were then ensemble averaged. Dantec BSA Flow Software versions 

4.10 and 6.5 were used to acquire and process the raw signal. The data output for each 

probe location consisted of a separate text file containing the row#, arrival time [ms], transit 

time [ms], and the instantaneous streamwise  u [m/s] and wall-normal, v [m/s] velocity 

components for each sample.  

D.5.1 Processing of Data: 

The individual text files for each probe location were loaded into and processed in 

MATLAB. The mean velocities were calculated as follows: 

 

�̅� =
∑ 𝑢𝑗

𝑁
𝑗=1

𝑁
(𝐷. 70) 

�̅� =
∑ 𝑣𝑗

𝑁
𝑗=1

𝑁
(𝐷. 71) 

 

where uj and vj is the instantaneous velocity measurement of the data set and N is the 

number of samples. The variance is calculated as follows: 

 

𝑢′2̅̅ ̅̅ =
∑ |𝑢𝑗 − �̅�|

2𝑁
𝑗=1

𝑁 − 1
(𝐷. 72) 

𝑣′2̅̅ ̅̅ =
∑ |𝑣𝑗 − �̅�|

2𝑁
𝑗=1

𝑁 − 1
(𝐷. 73) 

 

and the covariance as: 
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𝑢′𝑣′̅̅ ̅̅ ̅̅ =
∑ (𝑢𝑗 − �̅�)(𝑣𝑗 − �̅�)𝑁

𝑗=1

𝑁 − 1
(𝐷. 74) 

 

Using these statistical quantities, the raw data was then filtered to remove any 

samples outside of three standard deviations from the mean, to minimize errors as 

suggested by DeGraaff and Eaton [136], and new statistical quantities were calculated to 

replace those acquired using the raw data. All these quantities are local ones calculated 

directly from the filtered time series data. To determine the coordinate locations and the 

statistical quantities in the global coordinate system, a rotation must be applied to the local 

data. In the general sense, this is shown in Figure D.1 where a coordinate system (x,y,z) is 

rotated to a reference frame (xref,yref,zref). The angle of the local coordinate system is α and 

the angle of the reference coordinate system is θref. Together their difference gives the 

required rotation angle to rotate a vector in the (x,y,z) frame to one in the (xref,yref,zref) frame.  

 

𝜃 =  𝜃𝑟𝑒𝑓 −  𝛼 (𝐷. 75) 
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Figure D.3 Local and reference coordinate 

system relations 

In this case, the reference coordinate system is the global one and θref = π/2. The angle of 

the local coordinate system, α, is calculated from the normal line of the ramp as follows: 

 

𝛼(𝑋) = atan (
−1

5𝑎4𝑋4 + 4𝑎3𝑋3 + 3𝑎2𝑋2
) (𝐷. 76) 

 

where the coefficients are given in terms of the ramp length, L = 0.9 m, the ramp height, H 

= 0.2 m and defined as: 

 

𝑎2 = −10𝐻 𝐿3⁄ ,      𝑎3 = 15𝐻 𝐿4⁄ ,      𝑎4 = −6𝐻 𝐿5⁄ (𝐷. 77) 

 

Note that α is a function of X and for each rotation, the starting X-location of the profile, 

Xp, must be used to calculate α. Here the rotation consists of rotating the local quantities in 

the (x,y,z) coordinate system through the angle θ to the global coordinate system (X,Y,Z). 
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First the local (x,y,z) coordinates were rotated to the global coordinate system using the a 

first order tensor rotation 

 

𝑋𝐺 = 𝑅𝑇 ∙ 𝑋𝐿 + 𝑋𝑜𝑓𝑓𝑠𝑒𝑡 (𝐷. 78) 

 

where XG is the coordinate vector in the global coordinates and XL is the coordinate vector 

in the local coordinates and Xoffset is the translation of the origin. Here XG, XL and Xoffset are 

defined as  

 

𝑋𝐺 = [
𝑋
𝑌
𝑍
]     𝑎𝑛𝑑    𝑋𝐿 = [

𝑥
𝑦
𝑧
]     𝑎𝑛𝑑    𝑋𝑜𝑓𝑓𝑠𝑒𝑡 = [

𝑋𝑝

𝑓(𝑋𝑝)

0

] (𝐷. 79) 

 

and R is the rotation matrix defined as 

 

𝑅 = [
cos(𝜃) − sin(𝜃) 0
sin(𝜃) cos(𝜃) 0

0 0 1

] (𝐷. 80) 

 

The mean velocities were then calculated in the global coordinate system using a similar 

first order tensor rotation defined as follows: 

 

𝑈𝐺 = 𝑅𝑇 ∙ 𝑈𝐿 (𝐷. 81) 
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where UG is the mean velocity vector in the global coordinates and UL is the mean velocity 

vector in the local coordinates. Here UG and UL are defined as:  

 

𝑈𝐺 = [

𝑈𝑔𝑙𝑜𝑏𝑎𝑙

𝑉𝑔𝑙𝑜𝑏𝑎𝑙

0

]     𝑎𝑛𝑑    𝑈𝐿 = [
𝑈𝑙𝑜𝑐𝑎𝑙

𝑉𝑙𝑜𝑐𝑎𝑙

0
] (𝐷. 82) 

 

Finally, the stresses were calculated in the global coordinate system using a second 

order tensor rotation defined as 

 

𝑇𝐺 = 𝑅𝑇 ∙ 𝑇𝐿 (𝐷. 83) 

 

where T is the Reynolds stress tensor defined as follows: 

 

𝑇 = [
𝑢′2̅̅ ̅̅ 𝑢′𝑣′̅̅ ̅̅ ̅̅ 0
𝑢′𝑣′̅̅ ̅̅ ̅̅ 𝑣′2̅̅ ̅̅ 0
0 0 0

] (𝐷. 84) 

 

and the subscripts L and G refer to the local and global coordinate systems, respectively. 

D.5.2 Uncertainty Analysis: 

The uncertainty analysis procedure followed the general guidelines laid out in the 

ASME PTC 19.1-2005 Test Uncertainty manual [134]. First the uncertainty of the 

statistical quantities in the local coordinate system will be presented followed by that of 

the global coordinate system. 
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D.5.2.1 Uncertainty Analysis – Local Values 

D.5.2.1.1 Random Uncertainty 

Random standard uncertainties were calculated based off the guidelines of Benedict 

and Gould [137] as they apply to data fitting any probability distribution and not just the 

normal distribution. The random standard uncertainties are related to the estimator 

variances as follows: 

 

𝑠�̅� = √
𝑢′2̅̅ ̅̅

𝑁
(𝐷. 85) 

𝑠�̅� = √
𝑣′2̅̅ ̅̅

𝑁
(𝐷. 86) 

𝑠𝑢′2̅̅ ̅̅ ̅ = √
𝑢′4 ̅̅ ̅̅ ̅– 𝑢′2̅̅ ̅̅

𝑁
(𝐷. 87) 

𝑠𝑣′2̅̅ ̅̅̅ = √
𝑣′4 ̅̅ ̅̅̅– 𝑣′2̅̅ ̅̅

𝑁
(𝐷. 88) 

𝑠𝑢′𝑣′̅̅ ̅̅ ̅̅ = √
𝑢′2𝑣′2 ̅̅ ̅̅ ̅̅ ̅̅ ̅–  (𝑢′𝑣′̅̅ ̅̅ ̅̅ )2

𝑁
(𝐷. 89) 

 

This next part documents how the systematic uncertainties were accounted for.  

D.5.2.1.2 Filtering Uncertainty 

The first systematic uncertainty accounted for is that due to filtering the raw data 

as suggested by DeGraaff and Eaton [136]. A filtering uncertainty was based on the 
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difference between the raw variables and the filtered ones. This uncertainty is 

nonsymmetric, so the procedure outlined in section 8-2 of the ASME PTC 19.1-2005 Test 

Uncertainty manual [134] was followed. The systematic standard uncertainty is written as: 

 

𝑏�̅�𝑓
=

�̅�𝑟𝑎𝑤 − �̅�

2
  (𝐷. 90) 

𝑏�̅�𝑓
=

�̅�𝑟𝑎𝑤 − �̅�

2
(𝐷. 91) 

𝑏𝑢′2̅̅ ̅̅ ̅
𝑓

=
𝑢′2̅̅ ̅̅

𝑟𝑎𝑤 – 𝑢′2̅̅ ̅̅

2
(𝐷. 92) 

𝑏𝑣′2̅̅ ̅̅̅
𝑓

=
𝑣′2̅̅ ̅̅

𝑟𝑎𝑤 – 𝑣′2̅̅ ̅̅

2
(𝐷. 93) 

𝑏𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑓

=
𝑢′𝑣′̅̅ ̅̅ ̅̅

𝑟𝑎𝑤 – 𝑢′𝑣′̅̅ ̅̅ ̅̅

2
(𝐷. 94) 

 

where the coverage factor was taken as 𝑘𝑓 = √3. The offset of each of the measurements 

is defined as follows: 

 

𝑞�̅�𝑓
=

�̅�𝑟𝑎𝑤 − �̅�

2
(𝐷. 95) 

𝑞�̅�𝑓
=

�̅�𝑟𝑎𝑤 − �̅�

2
(𝐷. 96) 

𝑞𝑢′2̅̅ ̅̅ ̅
𝑓

=
𝑢′2̅̅ ̅̅

𝑟𝑎𝑤 – 𝑢′2̅̅ ̅̅

2
(𝐷. 97) 

𝑞𝑣′2̅̅ ̅̅̅
𝑓

=
𝑣′2̅̅ ̅̅

𝑟𝑎𝑤 – 𝑣′2̅̅ ̅̅

2
(𝐷. 98) 
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𝑞𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑓

=
𝑢′𝑣′̅̅ ̅̅ ̅̅

𝑟𝑎𝑤 – 𝑢′𝑣′̅̅ ̅̅ ̅̅

2
(𝐷. 99) 

 

D.5.2.1.3 Temperature Variation Uncertainty 

The temperature varies throughout the duration of each run thereby changing the 

local speed of sound. Since the Mach number, M is held constant at 0.2 throughout the 

duration of the tests, the freestream velocity must change in proportion to the local changes 

in the speed of sound. This introduces uncertainty that may be accounted for by examining 

the relationship between freestream velocity, U, and temperature, T, via the definition of 

the Mach number, M, written as: 

 

�̅� = 𝑀√𝛾𝑅𝑇 (𝐷. 100) 

 

The sensitivity of this term can be written as: 

 

𝜕�̅�

𝜕𝑇
=

𝑀

2
√

𝛾𝑅

𝑇
(𝐷. 101) 

 

or equivalently, 

 

𝑏𝑈𝑇̅̅ ̅̅ = 
𝜕𝑈

𝜕𝑇
𝑏𝑇 =

𝑀

2
√

𝛾𝑅

𝑇
𝑏𝑇 (𝐷. 102) 
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where bT is the uncertainty in temperature taken as half the estimated greatest change in 

temperature over the course of all the tests. Similarly, the wall-normal component of 

velocity, V, would be affected by the changing temperature. Here we estimate its 

uncertainty as follows: 

 

𝑏𝑉𝑇̅̅ ̅̅ = 
�̅�

�̅�

𝜕�̅�

𝜕𝑇
𝑏𝑇 =

�̅�

�̅�

𝑀

2
√

𝛾𝑅

𝑇
𝑏𝑇 (𝐷. 103) 

 

D.5.2.1.4 Calibration Uncertainty  

The uncertainties listed so far are all dependent on the experiment, i.e. the number 

of samples, the type of post-process filtering, and the temperature variation during the test. 

Excluding these uncertainties, there is still a calibration uncertainty inherent with the LDV 

hardware and software, (i.e. how based on the inherent accuracy of the system). A typical 

method to calibrate LDV systems is to use a small wire on the edge of a rotating disk. The 

LDV probe volume is set coincident to the edge of the disk and a burst is detected each 

time the wire breaks the probe volume. By accurately knowing the diameters of the wire 

and disk and the rotation rate, the LDV system uncertainty can be estimated. Results from 

a NIST calibration on a similar Dantec Dynamics LDV system was used to estimate the 

calibration uncertainty. The uncertainty is taken from [138] and given as a function of 

velocity and is applied here to both LDV components as: 

 

𝑏�̅�𝑐
(�̅�) = √(0.0032�̅�)2 + (0.0018)2 (𝐷. 104) 
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𝑏�̅�𝑐
(�̅�) = √(0.0032�̅�)2 + (0.0018)2 (𝐷. 105) 

 

Again, this calibration uncertainty is only an estimate based on a similar calibration 

procedure. 

D.5.2.1.5 Instrument Uncertainty 

There is inherent uncertainty associated with the settings of the LDV flow 

processer, dubbed here as the instrument uncertainty. These settings include sensitivity, 

signal gain, signal to noise ratio, velocity span etc. With the most stringent settings, in 

theory, the instrument uncertainty should approach zero; however, frequently these settings 

had to be adjusted to off-ideal values as the data rate would otherwise fall to zero. There is 

no standard procedure for quantifying this uncertainty and our attempts would be 

speculative at best. Here we only acknowledge the existence of this uncertainty component 

but do not include it in the analysis. 

D.5.2.1.6 Velocity Bias Uncertainty 

Another source that introduces uncertainty into the measurement is that stemming 

from velocity bias. DeGraaff and Eaton [136] describe velocity bias as, “assuming the 

particles are uniformly distributed in the fluid, the likelihood of a particle passing through 

the measurement volume is proportional to the fluid velocity”. Weighting methods exist to 

compensate for this bias, but they are only viable in high data rate scenarios, which is not 

the case here. In low data rate scenarios there is no consensus on the best approach to 

quantify the velocity bias [139].  The Dantec reference manual [140] states that if the 

samples are statistically independent then weighting methods are unnecessary as the 
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standard weighting of 1/N is sufficient. Here we acknowledge the velocity bias uncertainty, 

which is likely to be quite small in this case, but do not attempt to account for it in this 

analysis. 

D.5.2.1.7 Validation Bias Uncertainty 

Also known as filter bias, validation bias is “the tendency of real systems to have a 

measurement efficiency that is dependent on the speed of the measured particle” [139]. 

There is no universal approach to handle validation bias as it is too system dependent. 

Again, this uncertainty is simply acknowledged but not accounted for here. 

D.5.2.1.8 Systematic Standard Uncertainty 

The systematic standard uncertainty is a combination of all the individual 

systematic uncertainties and coverage factors and is calculated as follows: 

 

𝑏�̅� = [(
1

𝑘𝑓
𝑏𝑈𝑓̅̅ ̅̅ )

2

+ (
1

𝑘𝑐
𝑏𝑈𝑐̅̅̅̅ )

2

+ (
1

𝑘𝑇
𝑏𝑈𝑇̅̅ ̅̅ )

2

]

1
2

(𝐷. 106) 

𝑏�̅� = [(
1

𝑘𝑓
𝑏𝑉𝑓̅̅ ̅̅ )

2

+ (
1

𝑘𝑐
𝑏𝑉𝑐̅̅ ̅)

2

+ (
1

𝑘𝑇
𝑏𝑉𝑇̅̅ ̅̅ )

2

]

1
2

(𝐷. 107) 

𝑏𝑢′2̅̅ ̅̅ ̅ = [(
1

𝑘𝑓
𝑏𝑢′2

𝑓
̅̅ ̅̅ ̅̅ ̅)

2

]

1
2

(𝐷. 108) 

𝑏𝑣′2̅̅ ̅̅̅ = [(
1

𝑘𝑓
𝑏𝑣′2

𝑓
̅̅ ̅̅ ̅̅ )

2

]

1
2

(𝐷. 109) 
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𝑏𝑢′𝑣′̅̅ ̅̅ ̅̅ = [(
1

𝑘𝑓
𝑏𝑢′𝑣′

𝑓
̅̅ ̅̅ ̅̅ ̅̅ )

2

]

1
2

(𝐷. 110) 

 

Unless otherwise specified, the distributions were not assumed to be known so the coverage 

factors were taken as 𝑘 = √3. 

D.5.2.1.9 Combined and Expanded Uncertainties 

The combined standard uncertainty is a combination of the random uncertainty and 

the systematic standard uncertainty. 

 

𝑥�̅� = [ 𝑏�̅�
2 + 𝑠�̅�

2]
1
2 (𝐷. 111) 

𝑥�̅� = [ 𝑏�̅�
2 + 𝑠�̅�

2]
1
2 (𝐷. 112) 

𝑥𝑢′2̅̅ ̅̅ ̅ = [ 𝑏
𝑢′2̅̅ ̅̅ ̅
2 + 𝑠

𝑢′2̅̅ ̅̅ ̅
2 ]

1
2 (𝐷. 113) 

𝑥𝑣′2̅̅ ̅̅̅ = [ 𝑏
𝑣′2̅̅ ̅̅̅
2 + 𝑠

𝑣′2̅̅ ̅̅̅
2 ]

1
2 (𝐷. 114) 

𝑥𝑢′𝑣′̅̅ ̅̅ ̅̅ = [ 𝑏
𝑢′𝑣′̅̅ ̅̅ ̅̅
2 + 𝑠

𝑢′𝑣′̅̅ ̅̅ ̅̅
2 ]

1
2 (𝐷. 115) 

 

The expanded uncertainty is the combined standard uncertainty multiplied by the 

Student’s t-table value, tν,p where ν is N – 1 and p is the selected confidence interval. At 

20:1 odds or p = 95% confidence and assuming a large sample size, tν,p = 1.96. For all of 

the reported values, tν,p was calculated based off of the actual number of samples in the 
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data set and hence in some cases was larger than 1.96. Using this analysis, the 95% 

confidence intervals are: 

 

�̅�95 = ± 𝑡𝜈,𝑝𝑥�̅� (𝐷. 116) 

�̅�95 = ± 𝑡𝜈,𝑝𝑥�̅� (𝐷. 117) 

𝑢′2̅̅ ̅̅
95 = ± 𝑡𝜈,𝑝𝑥𝑢′2̅̅ ̅̅ ̅ (𝐷. 118) 

𝑣′2̅̅ ̅̅
95 = ± 𝑡𝜈,𝑝𝑥𝑣′2̅̅ ̅̅̅ (𝐷. 119) 

𝑢′𝑣′̅̅ ̅̅ ̅̅
95 = ± 𝑡𝜈,𝑝𝑥𝑢′𝑣′̅̅ ̅̅ ̅̅ (𝐷. 120) 

 

where tν,p xi is the expanded uncertainty. The final asymmetric 95% confidence intervals 

can then be written as: 

 

�̅�𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = �̅� + 𝑞�̅�𝑓
− �̅�95 (𝐷. 121) 

�̅�𝑢𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = �̅� + 𝑞�̅�𝑓
+ �̅�95 (𝐷. 122) 

�̅�𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = �̅� + 𝑞�̅�𝑓
− �̅�95 (𝐷. 123) 

�̅�𝑢𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = �̅� + 𝑞�̅�𝑓
+ �̅�95 (𝐷. 124) 

𝑢′2̅̅ ̅̅
𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = 𝑢′2̅̅ ̅̅ + 𝑞𝑢′2̅̅ ̅̅ ̅

𝑓
− 𝑢′2̅̅ ̅̅

95 (𝐷. 125) 

𝑢′2̅̅ ̅̅
𝑢𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = 𝑢′2̅̅ ̅̅ + 𝑞𝑢′2̅̅ ̅̅ ̅

𝑓
+ 𝑢′2̅̅ ̅̅

95 (𝐷. 126) 

𝑣′2̅̅ ̅̅
𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = 𝑣′2̅̅ ̅̅ + 𝑞𝑣′2̅̅ ̅̅̅

𝑓
− 𝑣′2̅̅ ̅̅

95 (𝐷. 127) 

𝑣′2̅̅ ̅̅
𝑢𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = 𝑣′2̅̅ ̅̅ + 𝑞𝑣′2̅̅ ̅̅̅

𝑓
+ 𝑣′2̅̅ ̅̅

95 (𝐷. 128) 

𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑙𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = 𝑢′𝑣′̅̅ ̅̅ ̅̅ + 𝑞𝑢′𝑣′

𝑓
− 𝑢′𝑣′̅̅ ̅̅ ̅̅

95 (𝐷. 129) 
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𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑢𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 = 𝑢′𝑣′̅̅ ̅̅ ̅̅ + 𝑞𝑢′𝑣′̅̅ ̅̅ ̅̅

𝑓
+ 𝑢′𝑣′̅̅ ̅̅ ̅̅

95 (𝐷. 130) 

 

where the qi's are the offset given by equations (𝐷. 95-𝐷. 99). 

D.5.2.2 Uncertainty Analysis – Global Values: 

For the global coordinate system, Section 7 of the ASME PTC 19.1-2005 Test 

Uncertainty manual [134] was followed to propagate the uncertainties calculated for the 

local coordinate system into the global coordinate system. The functional dependence of 

the mean and turbulence quantities in the global coordinate system on those acquired in the 

local coordinate system is as follows: 

 

𝑈𝐺
̅̅̅̅ = 𝑓(𝑈𝐿

̅̅ ̅, 𝑉�̅�) (𝐷. 131) 

𝑉𝐺
̅̅ ̅ = 𝑓(𝑈𝐿

̅̅ ̅, �̅�𝐿) (𝐷. 132) 

𝑢𝐺
′2̅̅ ̅̅ = 𝑓(𝑢𝐿

′2̅̅ ̅̅ , 𝑣𝐿
′2̅̅ ̅̅ , 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ ) (𝐷. 133) 

𝑣𝐺
′2̅̅ ̅̅ = 𝑓(𝑢𝐿

′2̅̅ ̅̅ , 𝑣𝐿
′2̅̅ ̅̅ , 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ ) (𝐷. 134) 

𝑢′𝑣𝐺
′̅̅ ̅̅ ̅̅ = 𝑓(𝑢𝐿

′2̅̅ ̅̅ , 𝑣𝐿
′2̅̅ ̅̅ , 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ ) (𝐷. 135) 

 

The sensitivities of each global value with respect to its dependent local values may 

be obtained by partial differentiation. For example, the sensitivities of Eq. (𝐷. 81) are 

 

𝜕𝑈𝐺
̅̅̅̅

𝜕𝑈𝐿
̅̅ ̅

=
𝜕

𝜕𝑈𝐿

(𝑅𝑇 ∙ 𝑈𝐿) = 𝑅11
𝑇 (𝐷. 136) 

𝜕𝑈𝐺
̅̅̅̅

𝜕𝑉�̅�

=
𝜕

𝜕𝑉𝐿

(𝑅𝑇 ∙ 𝑈𝐿) = 𝑅12
𝑇 (𝐷. 137) 
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where Eq. (𝐷. 131) is used. Similar results are obtained for Eqs. (𝐷. 132-𝐷. 135). 

Using the sensitivities, the random uncertainties are: 

 

𝑆𝑈𝐺̅̅ ̅̅ = [(𝑅11
𝑇 𝑆𝑈𝐿̅̅ ̅̅ )2 + (𝑅12

𝑇 𝑆𝑉𝐿̅̅ ̅̅ )2]
1
2 (𝐷. 138) 

𝑆𝑉𝐺̅̅ ̅̅ = [(𝑅21
𝑇 𝑆𝑈𝐿̅̅ ̅̅ )2 + (𝑅22

𝑇 𝑆𝑉𝐿̅̅ ̅̅ )2]
1
2 (𝐷. 139) 

𝑆
𝑢𝐺

′2̅̅ ̅̅ ̅ = [(𝑅11𝑅11𝑆𝑢𝐿
′2̅̅ ̅̅ ̅)2 + (𝑅21𝑅21𝑆𝑣𝐿

′2̅̅ ̅̅̅)2 + (𝑅11𝑅21𝑆𝑢′𝑣𝐿
′̅̅ ̅̅ ̅̅ ̅)2]

1
2 (𝐷. 140) 

𝑆
𝑣𝐺

′2̅̅ ̅̅̅ = [(𝑅12𝑅12𝑆𝑢𝐿
′2̅̅ ̅̅ ̅)2 + (𝑅22𝑅22𝑆𝑣𝐿

′2̅̅ ̅̅̅)2 + (𝑅12𝑅22𝑆𝑢′𝑣𝐿
′̅̅ ̅̅ ̅̅ ̅)2]

1
2 (𝐷. 141) 

𝑆
𝑢′𝑣𝐺

′̅̅ ̅̅ ̅̅ ̅ = [(𝑅11𝑅12𝑆𝑢𝐿
′2̅̅ ̅̅ ̅)2 + (𝑅21𝑅22𝑆𝑣𝐿

′2̅̅ ̅̅̅)2 + (𝑅11𝑅22𝑆𝑢′𝑣𝐿
′̅̅ ̅̅ ̅̅ ̅)2]

1
2 (𝐷. 142) 

 

where the subscripts ‘L’ and ‘G’ refer to the local and global coordinate value respectively 

and are added purely for clarity. Note that the local random uncertainties of equations 

(𝐷. 85-𝐷. 89) did not have ‘L’ subscripts even though they do here. 

The systematic standard uncertainties have the same form as the random 

uncertainties and are given as: 

 

𝑏𝑈𝐺̅̅ ̅̅ = [(𝑅11
𝑇 𝑏𝑈𝐿̅̅ ̅̅ )2 + (𝑅12

𝑇 𝑏𝑉𝐿̅̅ ̅̅ )2]
1
2 (𝐷. 143) 

𝑏𝑉𝐺̅̅ ̅̅ = [(𝑅21
𝑇 𝑏𝑈𝐿̅̅ ̅̅ )2 + (𝑅22

𝑇 𝑏𝑉𝐿̅̅ ̅̅ )2]
1
2 (𝐷. 144) 

𝑏
𝑢𝐺

′2̅̅ ̅̅ ̅ = [(𝑅11𝑅11𝑏𝑢𝐿
′2̅̅ ̅̅ ̅)2 + (𝑅21𝑅21𝑏𝑣𝐿

′2̅̅ ̅̅̅)2 + (𝑅11𝑅21𝑏𝑢′𝑣𝐿
′̅̅ ̅̅ ̅̅ ̅)2]

1
2 (𝐷. 145) 
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𝑏
𝑣𝐺

′2̅̅ ̅̅̅ = [(𝑅12𝑅12𝑏𝑢𝐿
′2̅̅ ̅̅ ̅)2 + (𝑅22𝑅22𝑏𝑣𝐿

′2̅̅ ̅̅̅)2 + (𝑅12𝑅22𝑏𝑢′𝑣𝐿
′̅̅ ̅̅ ̅̅ ̅)2]

1
2 (𝐷. 146) 

𝑏
𝑢′𝑣𝐺

′̅̅ ̅̅ ̅̅ ̅ = [(𝑅11𝑅12𝑏𝑢𝐿
′2̅̅ ̅̅ ̅)2 + (𝑅21𝑅22𝑏𝑣𝐿

′2̅̅ ̅̅̅)2 + (𝑅11𝑅22𝑏𝑢′𝑣𝐿
′̅̅ ̅̅ ̅̅ ̅)2]

1
2 (𝐷. 147) 

 

Note again that the subscripts ‘L’ and ‘G’ refer to the local and global coordinate values 

respectively and are added purely for clarity. 

D.5.2.2.1 Combined and Expanded Uncertainties 

The combined and expanded uncertainties take on the same form as for the local 

values with the new global random and systematic standard uncertainty values replacing 

the local ones. The only change that occurs is that the offset quantities of each of the 

measurements are changed from their respective local values to the following global ones: 

 

𝑞𝐺�̅�
= 𝑓 (𝑈𝐿

̅̅ ̅ + 𝑞�̅�𝑓
, 𝑉�̅� + 𝑞�̅�𝑓

) −  𝑓(𝑈𝐿
̅̅ ̅, 𝑉�̅�) (𝐷. 148) 

𝑞𝐺�̅�
= 𝑓 (𝑈𝐿

̅̅ ̅ + 𝑞�̅�𝑓
, 𝑉�̅� + 𝑞�̅�𝑓

) −  𝑓(𝑈𝐿
̅̅ ̅, 𝑉�̅�) (𝐷. 149) 

𝑞𝐺
𝑢′2̅̅ ̅̅ ̅̅

= 𝑓 (𝑢𝐿
′2̅̅ ̅̅ +  𝑞𝑢′2̅̅ ̅̅ ̅

𝑓
, 𝑣𝐿

′2̅̅ ̅̅ +  𝑞�̅�𝑓
, 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ + 𝑞𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑓
) − 𝑓(𝑢𝐿

′2̅̅ ̅̅ , 𝑣𝐿
′2̅̅ ̅̅ , 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ ) (𝐷. 150) 

𝑞𝐺
𝑣′2̅̅ ̅̅ ̅

= 𝑓 (𝑢𝐿
′2̅̅ ̅̅ +  𝑞𝑢′2̅̅ ̅̅ ̅

𝑓
, 𝑣𝐿

′2̅̅ ̅̅ +  𝑞�̅�𝑓
, 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ + 𝑞𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑓
) − 𝑓(𝑢𝐿

′2̅̅ ̅̅ , 𝑣𝐿
′2̅̅ ̅̅ , 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ ) (𝐷. 151) 

𝑞𝐺
𝑢′𝑣′̅̅ ̅̅ ̅̅ ̅̅̅ ̅̅ ̅̅ ̅

= 𝑓 (𝑢𝐿
′2̅̅ ̅̅ +  𝑞𝑢′2̅̅ ̅̅ ̅

𝑓
, 𝑣𝐿

′2̅̅ ̅̅ +  𝑞�̅�𝑓
, 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ + 𝑞𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑓
) − 𝑓(𝑢𝐿

′2̅̅ ̅̅ , 𝑣𝐿
′2̅̅ ̅̅ , 𝑢′𝑣𝐿

′̅̅ ̅̅ ̅̅ ) (𝐷. 152) 

 

where the functions f are from equations (𝐷. 131-𝐷. 135). 
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APPENDIX E:   

FLOW SEPARATION CHARACTERISTICS 

E.1 Surface Flow Visualization of Downward Angled VGs Installed on the Sidewalls 

The images below were acquired when downward angled VGs were installed on 

the wind tunnel sidewalls. For the setup and reference conditions, see Chapter 6.  

 

Figure E.1 Surface flow visualization with green dye placed 

upstream near the ramp leading edge and blue dye placed 

downstream in the separation and reattachment regions 
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Figure E.2 Surface flow visualization with green dye placed near the 

sidewall/ramp juncture flow separation and blue dye placed in the 

central region of the flow 

 

Figure E.3 Surface flow visualization with green dye placed near the 

sidewall/ramp juncture flow separation and blue dye placed in the 

central region of the flow 



 

324 

 

Figure E.4 Surface flow visualization with green dye placed near the 

sidewall/ramp juncture flow separation and blue dye placed in the 

central region of the flow 
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APPENDIX F:   

FLOW CHARACTERISTICS AND ANALYSIS 

F.1 Ratio of Vorticity Thickness to Boundary Layer Thickness 

 

Figure F.1 Ratio of vorticity thickness to local boundary layer 

thickness for Cases A, B, and C all showing a roughly 

constant ratio of 0.3  
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F.2 Embedded Shear Layer Scaling of the Mean Flow 

The data in Figure F.2 include all inflection mean velocity profiles at all three 

spanwise locations. 

 

Figure F.2 Embedded shear layer scaling of all the inflectional mean flow profiles 

for all three spanwise locations for (a) Case B and (b) Case C 

F.3 Time Scales of the Flow 

The turbulent flow time scale is defined as: 

 

                                                     𝑇𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 =
𝛿𝜔

(√𝑢′2)
𝑝

                                                             (𝐹. 153) 

 

and the mean flow time scale of the flow is defined as: 

 

                                                         𝑇𝑚𝑒𝑎𝑛 =
𝛿𝜔

𝑈𝑑
                                                                  (𝐹. 154) 
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where 𝛿𝜔 is the vorticity thickness, Ud is the defect velocity, and (√𝑢′2)
𝑝
is the peak 

turbulent normal stress, all of which are defined in Chapter 8. 

 

Figure F.3 Ratio of Turbulent to Mean Flow Time Scales for (a) Case B and (b) Case C  
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